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THE PAIR-WISE LINEAR CLASSIFIER AND THE K-NN RULE
IN APPLICATION TO ALSPROGRESSION DIFFERENTIATION

The two kinds of classifier based on tkeNN rule, the standard and the parallel version,ewesed for
recognition of severity of ALS disease. In cas¢hefsecond classifier version, feature selectios deme separately for
each pair of classes. The error rate, estimatetidjeave one out method, was used as a critesidoraletermination
the optimum values df' s as well as for feature selection. All featurdected in this manner were used in the standard
and in the parallel classifier basedleNN rule.

Furthermore, only for the verification purpose, theear classifier was applied. For this kind chsdifier the
error rates were calculated by use the trainingalset as a testing one. The linear classifier waisad by the error
correction algorithm with a modified stop condition

The data set concerned with the healthy subjedspatients with amyotrophic lateral sclerosis (ALBhe set
of several biomarkers such as erythropoietin, matretalloproteinases and their tissue inhibitorasoeed in serum
and cerebrospinal fluid (CSF) were treated as featut was shown that CSF biomarkers were vergisea for the
ALS progress.

1. INTRODUCTION

The different biomarkers/markers are searched faluating the progress of ALS and for
monitoring the treatment effects [2, 7, 12]. In studies on ALS we marked erythropoietin (EPO) [3],
matrix metalloproteinases (MMPs), such as membtgpe matrix metalloproteinase-1 (MT-MMP-1),
gelatinases A (MMP-2) and B (MMP-9) and their tssohibitors TIMP-1, TIMP-2 [8]. Differences in
EPO concentration between the mild and severe Alseswere not significant [3]. However, combining
the EPO with disease duration and patient age aimg) the pattern recognition methods, it was pdesib
to detect course of ALS [5,6]. Our reports [8,10,&dncerning only MMPs demonstrated that the most
useful features were MT-MMP-1, MMP-2 and MMP-9. Trhain goal of the paper was investigation and
evaluation of all these ALS biomarkers in serum/Q@géifferentiating disease progression.

2. MATERIAL AND METHODS

2.1.PATIENS AND BIOMARKER MEASUREMENTS

Thirty patients with ALS and fifteen healthy sulipeavere studied. According to their clinical
status, ALS patients were divided into two grouf@g: with mild steady progressing and (b) the severe
ALS with rapidly developed symptoms [1]. The seramd lumbar cerebrospinal (CSF) samples were
collected during laboratory/diagnostic proceduidse biomarkers such as EPO, MT-MMP-1, MMP-2,
MMP-9, TIMP-1, TIMP-2 were determined by immunoassaethods, which are in detail described
elsewhere [3,8]. These biomarkers were used asrésafor evaluation the disease severity. The three
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groups as classes of the disease progress wereedehealthy subjects (control) - class I, mild ALS
patients - class Il and severe ALS patients - dlhss

2.2.METHODS

The data were analyzed using two kinds of clagsitiased ok-NN rule. One is the standakeNN
classifier and the second one is a classifier camgpamf two-decisiok-NN classifiers [4]. Each of the
component classifiers corresponds to a differemt gfaclasses. Optimum numbers of nearest neighbors
were determined separately for each of the compoodkassifiers, using as criterion the error rates
estimated by the leave one out method. The erter calculated in the above mentioned manner veas al
used as a feature selection criterion that wasopedd separately for each of the component classifi
The obtained results were additionally verifiedtbg modified pair-wise linear classifier, traineg the
well known error correction algorithm [9], appliéal the feature sets selected for the considereallplar
k-NN classifier.

The error correction algorithm ends after a finainer of steps only when the sets are linearly
separable. As a result weights of a separatingrplgree are found. When the sets are linearly insdya
the algorithm would never stop. Therefore, the nendd corrections must be constrained. This algorit
can be very useful also when the sets are notrlijneaparable. It is enough, after each correctton,
calculate a number of incorrectly separated sanmgolésto keep in the computer memory the hyperplane
offered a minimum of misclassified samples. The bemof steps was constrained each time to thirty
millions.

Since the linear classifier concerns only two classblem, to solve the three (or more) class task,
one must apply a separate linear classifier foh etass pair, i.e. to use a pair-wise linear cfessiln our
study the error rates for the pair-wise linear sifeeys were estimated using the same trainingrséte
role of the testing one.

Independently of the classifier type, the valuealbfeatures were standardized by subtracting thei
mean values and dividing the outcomes by standawitions.

3. RESULTS

The lower error rates were obtained for the CSKufea as compared with the same features
measured in serum. The biomarker TIMP-2 was exdumbzause its level remained on the normal range
[8]. Finally, five features-biomarkers were analyaa serum and in CSF. The considered features and
classes are presented in Table 1.

Table 1. Description of classes and features.

CLASSES FEATURES
_ . 1 MT-MMP1
I Healthy subjects o MMP-2
I Mild ALS 3: MMP-9
_ 4:  TIMP-1
Ill:  Severe ALS 5 EPO

It is obvious that the costs of measurements averan case of serum. The error rates for all three
considered classifiers, build for five features swgad in serum, are presented in the Table 2. Wsea
that the same features, but measured in CSF prdowss misclassifications rates as compared to the
features measured in serum.

Table 2. Error rates for the three classifiersndéaidk-NN, parallelk-NN and pair-wise linear, for three classes and fiasdures measured
independently in serum and cerebrospinal fluid (CSF)

CLASSIFIER SERUM CSF
Standard (S) 0.200 0.067
Parallel (P) 0.200 0.089
Linear (L) 0.067 0.022
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Feature selection can decrease the error rateis.wes mentioned earlier, in case of the pardiel
NN classifier, the features were selected separé&teleach pair of classes. But for the standargioa
of k-NN classifier feature selection was performed stemdously for all three classes. The results fer th
component two-decision classifiers and for the glatandark-NN (S), parallek-NN (P) and pair-wise
linear classifiers (L) are presented in the Table 3

Table 3. Error rates for the component and theallthvee class classifiers for serum features.

Classes Selected features After selection Feature Beature 2 Feature 3
[1, 1] {1,3} 0.000 (3-NN) 0.033 0.033 0.100
[1, 1] {1,3} 0.100 (3-NN) 0.200 0.400 0.233
(11, 1 {2} 0.067 (13-NN) 0.333 0.067 0.200
[1,1,11]S {1,3} 0.178 (2-NN) 0.400 0.333 Q67
[1, 1, m P {1,2,3} 0.111 0.356 0.311 0.289
[1, 11, L {1,2,3} 0.111 0.356 0.267 0.267

The componerk-NN classifiers of parallel version exploited théested features listed in the three
upper rows of the second table column, i.e. joitiky features 1, 2 and 3. The standafdN classifier
required only two features 1 and 3. Each compodlassifier of the pair-wise linear classifier wéd the
same three features 1, 2 and 3. Although the phiaNIN classifier and the pair-wise linear classifier
offers the same error rate values, it is necedsatgke into account that error rate for these types of
classifiers was calculated in a different manneweler, estimation of the misclassification ratetiogy
leave one out method seems to be slightly morabieli For this reason, in our further considerattba
result obtained the parall&NN classifier will be treated as the main one. Té&t three columns of
Table 3 contain results obtained for the singleuies out of selected ones. Table 4 presents more
detailed characteristic of the paralleNN classifier. We can see that all healthy subjédisss 1) were
correctly classified (Table 4A). In case of theigumils with mild ALS (class Il) the rate of correct
classification was equal 93.3% (Table 4B), so iswaéso high. The patients with severe ALS form the
most difficult class, only 73.3% cases from thissl were correctly classified.

Table 4. Confusion matrix (panel A), probabilitiepréori (panel B) and probabilities a posteriorafgl C) for selected serum features.

A B. C.

Numbers of cases from Probabilities that a case from Probabilities that a case assigned

the class (row) assigned | the class (row) will be assigned | to the class (row) comes in fact

to the clas$ (column) to the clas$ (column) from the clas$ (column)

True | Assigned class True| Assigned class AssigngdTrue class

class| | Il 11 class [ Il Il class I Il Il
I 15 0 0 I 1.000] 0.000 0.00( I 0.789 0.000 0.211
Il 0 14 1 Il 0.000| 0.933] 0.067 Il 0.00p 1.000 0.000
1 4 0 11 I 0.267 | 0.000] 0.733 11 0.000 0.083 9a7

More important than the table of probabilities epr(Table 4B), from the practical point of view,
is the table of probabilities a posteriori (Tablg)4Only 78.9% of cases among those assigned to the
class | (healthy one) were correctly classified 2adl% patients assigned to the class | sufferddan
the severe ALS. The most reliable diagnoses wesigrasents to the mild ALS disease, i.e. to thesclas
(100% correct). Taking into account the resultstaimed in Table 3 one can expect significantly lowe
error rates, after feature selection, if the feeguwould be measured in CSF. The error rates r th
component and global classifiers are shown in Table

Table 5. Error rates for component and total cliessifor CSF features.

Classes Selected features After selectior] Featufe Peature 5
[1, 1] {2,5} 0.000 (3-NN) 0.100 0.067
[1, 1] {2,5} 0.000 (3-NN) 0.033 0.033
(11, 1] {2} 0.033 (12-NN) 0.033 0.267
[1,1,1]S {2,5} 0.022 (3-NN) 0.089 0,244
[1, 1, 1P {2,5} 0.022 0.089 0.222
[1, 11, L {2,5} 0.022 0.133 0.311
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This time only two features were selected as fandard as well as for parallel version of #BIN
classifier. The healthy subjects (class 1) wereaxily distinguished from the mild (class IlI) amdrh the
severe ALS group (class Ill) using only two featu and 5. Furthermore, only one feature 2 was
selected to differentiate between the patients wwiitd and severe ALS. All types of the considered
classifiers offered the same value 2.2% of theremte. Similarly, as it took place in case of (gas
measured in serum, the more detailed charactevigtgc determined. It is given below in Table 6. This
time only one case with severe ALS was misclaskifie the patient suffering mild ALS (Table 6A). All
cases from the classes | and Il were correctlysiflad (Table 6A and 6B). The rate of correct
classification, in case of the class lll, was equml93.3% (Table 6B). As implies from Table 6C,
classifications were very reliable when the case wassigned to the class | or to the class Ill, i.e.
diagnosed as the healthy subject or as the patidfaring the severe ALS, so the extreme classes we
easier for the diagnosis.

Table 6. Confusion matrix (panel A), probabilitiepréori (panel B) and probabilities a posteriorafgl C) for selected CSF features.

A B. C.

Numbers of cases from Probabilities that a case from Probabilities that a case assigned

the class (row) assigned | the class (row) will be assigned | to the clas$ (row) comes in fact

to the clas$ (column) to the clas$ (column) from the clas$ (column)

True | Assigned class True Assigned class Assigned True class

class| | Il 11 class | Il 11 class I Il Il
I 15 0 0 I 1.000| 0.000] 0.00( I 1.000 0.000 0.0D0
Il 0 15 0 Il 0.000 | 1.000] 0.000 Il 0.000 0.937 0.063
1 0 1 14 I 0.000 | 0.067| 0.933 I 0.00g 0.000 o0@0

Less confident were assignments to the classélmid one, since among cases classified to this
class, one case, i.e. 6.3% (Table 6C) were misttaksThe correct classification rate equaled 3079%.

4. FINAL REMARKS

The concentrations of the matrix metalloproteingessMT-MMP-1, MMP-2, MMP-9) form the
set of the best features among those measuredumséor ALS course evaluation. There were selected
from among five features, i.e. the omitted two deas TIMP-1 and EPO were useless. The paraldN
classifier or the pair-wise linear classifier ofgrg with three above mentioned features can belslei
for ALS progress evaluation.

If the measurements were performed in the cerebralsjiuid then different features were selected
than it took place in case of serum. Only two fesguMMP-2 and EPO, were chosen in this case. This
time all three considered classifiers were neaglyivalent since the error rate was the same.

Comparing the classifiers based on serum featuitbstine classifiers utilized features measured in
the cerebrospinal fluid, one can noticed, lookimg ables 4 and 6, that CSF features are more gigntf
for evaluation the progression of the ALS disedsey offer five time lower error rate, i.e. 2.2%rses
11.1% expected for the serum features. The misfiadsoons appeared in case of the CSF features are
less danger since only one severe case (6.7%)lassfed as the mild one. In case of the serurtufea
26.7% of severe cases were misclassified to thihlyesubjects, what seems to be much more danger.
The remaining misclassifications (6.7%) were lemsger since they concern classification the mikksa
as the severe ones.

The presented results have shown that CSF bionsagkervery sensitive for the ALS progress.
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