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TREE-BASED INDUCTION OF DECISION LIST FROM SURVIVAL DATA

The paper presents an algorithm for induction afiien list from survival data. The algorithm usesurvival
tree as the inner learner which is repeatedly erelcin order to select the best rule at each ieraT he effectiveness
of the algorithm was empirical tested for two impkntations of survival trees on 15 benchmark degagke results
show that proposed algorithm for survival decislmt construction is able to induce more compactet® than
corresponding survival tree without the loss ofdleuracy of predictions.

1. INTRODUCTION

Survival analysis concerns the study of the timeh® occurrence of an event such as death,
disease, machine failure. It is especially wideagren the medical research, but it is also comnmon i
engineering (failure time analysis) and social iscés (event-history analysis). One of the maingask
survival analysis is the modeling of the impact amivariates on survival time. The most common
approach to this problem is the Cox proportionalands regression [8], however data mining techrgque
have become more and more popular over the lass.yEapecially useful are the methods which
represent a data model in simple to understandirgadoret form. The most popular ones are survival
trees [4] which are an adaptation of classificateomd regression trees [5] to the problem of sufviva
Survival trees can divide the observations intaigsowith similar survival rate according to theuesd of
covariates.

The other representation of the data model in wtdedable form is a decision list [22] i.e. an
ordered set of if-then rules. The decision list barmore compact and therefore easier to understamd
corresponding it tree. This raises the questionthdretree-based model can be transformed into
(potentially) less complex decision list withouetloss of the predictive accuracy of the mo&ich
works were undertaken, inter alia, in the papels IB] where separate-and-conquer approach was use
in order to derive decision list from classificatiand regression treeBspecially good results of this
strategy are therefore the motivation of this papeapply the aforementioned technique to surviresds.
Naturally, the difference between the problem agslfication/regression and survival analysis nesgua
novel approach.

The aim of this paper is to present the algoritlamifiduction of decision list from survival data.
The algorithm uses a survival tree as the innerngaand separate-and-conquer strategy for rule
induction. The paper is organized as follows: $&ct? briefly summarizes rule-based methods for
survival analysis. Section 3 discusses the prol@ésurvival decision list induction. The experimaint
verification of the presented algorithm is the sabjpf Section 4. Section 5 is a summary of theepapd
the presentation of the directions of further resea

2. RELATED WORKS

The problem of rule induction from survival datasmandertaken in the papers [3, 17, 19]. The
paper [19] describes the rough sets hybrid intefiigsystem for survival analysis. One of the paftis
system is the ELEM2 [1] algorithm which is usedoimler to generate rules for survival predictioneTh
ELEM2 is the method for induction of decision ryldserefore, before running the algorithm the deais
classes were created by discretization of the galime. The rough set approach to survival ansiligs
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also presented in [3]. Similarly as in [19], thecden rule induction algorithm was applied, bué th
ranges of decision classes were determined infereliit way — on the basis of the values of a pretioio
index (PI1) derived from the Cox's proportional hrazenodel. It should be noted that the approaches
presented in [3, 19] induce rules from survivaladiat indirect way i.e. they apply classical deaisiale
induction algorithms to the preprocessed (dividatb idecision classes) survival dafBhe direct
induction of the rules from survival data was presd in the paper [17] in which the authors adafgted
Logical Analysis of Data technique [9] for this pose.

Tree-based methods have noticeably received muck attention in survival analysis than rule-
based ones. On the other side, a tree can be eagigsented in the form of a set of rules whenh ea
path from the root to the leaf of the tree corresjsoto one rule. Therefore, survival trees [4] baralso
mentioned as related work. The key idea of theiegipdn of tree-based techniques to survival das |
in the splitting criterion.The most popular approach is to select a split wihm@aximizes the difference
between survival distributions of child nodes, tih# often achieved by the maximization of the-lagk
test statistics [7, 18, 23].

3. INDUCTION OF SURVIVAL DECISION LIST

The examples of survival data are usually described setA/At, o} of attributes, wherd is a set
of conditional attributes (covariated)js survival time and is a censoring status. The survival time
attribute contains information about the time thas elapsed since the beginning of observation. The
censoring status specifies whether the event ceduor not. In this paper, it is assumed the right-
censored model of data which is the most common Bight-censored examples are those for which
event was not observed and their lifetime is grehn recorded time.

Decision list with survival outcome can be représdnn the following form (1):

if ¢, Uc, U...Ocy, then §(t)

elseif c,, [Icy, U... e, then Sy(t) )

dlses, (1)

Survival decision list is an ordered set of if-thetes i.e. the rules are tested one by one, starti
from the top of the list, and the prediction is mawh the basis of the first matching rulée conclusion
of the rule consists of the estimate of the suiMmaction. In this paper the survival functionestimated
by Kaplan-Meier (KM) method [16] which is one oktfundamental techniques of survival analy$ise
premise of the rule is formed by the conjunctioret#mentary conditions. The elementary condition is
the most often the expression of the famel vwherea O A, rel is one of the relation symbols from the
set {=,<, 2, >, <}, andvis a numerical or nominal value from the rangehef attributea. The lastk-th
rule is the default one and it assigns the sunagéimate to the examples which are not covereahlyyof
the preceding rules.

The tree-based induction of decision list from swal data follows the separate-and-conquer
approach presented in [11, 13]. The outline ofalgerithm can be summarized as follows:

I nput :
dataset: a training set of examples
o: a significance level of the log-rank test
Qut put : decision list
decisionList := @
uncoveredDataset := dataset
whi | e (uncoveredDataset +#@} do
survivalTree := LearnSurvivalTree(uncoveredData set)
rules := LeavesToRules(survivalTree)
rules := Prune(rules, o)
bestRule := select from the rules the rule with
the lowest p-value of the log-rank test
i f (Count(rules) =1 or LogrankPvalue(bestRule) > o)
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bestRule := DefaultRule(uncoveredDataset)
end if
covered := Covered(bestRule, uncoveredDataset)
uncoveredDataset := uncoveredDataset \ covered
decisionList := decisionList u {bestRule}
end while
r et ur n decisionList

In the first step, the survival tree is built frahee whole input training set and each path froe th
root to the leaf of the tree is transformed inte thle in which elementary conditions correspontesis
encountered on this patNext, each rule obtained in such a way is prunée. &im of the pruning phase
is to maximize the difference between the survdisiribution of examples covered by the examinee ru
and the survival distribution of remaining obselwas. For this purpose, the elementary conditices a
deleted from the rule if it causes the improvenaatording to the log-rank test [20]. The log-raegttis
the most often used one to compare the differert@den two survival distribution¥he null hypothesis
of this test is that there is no overall differermstween them. The rule pruning uses a hill clirgbin
strategy. At each iteration, it deletes the elemgntondition without which the rule has the lowpst
value of the log-rank test. The removal of condisias repeated until it does not increase the &ody-p-
value of the rule beyond the significance lewvalpecified by a useAmong all pruned rules the rule with
the lowest p-value of log-rank test is selectedhasfinal one. If the p-value of the best rule eed=the
significance levebl or the survival tree contains only one root Idednt default rule is created with KM
estimate based on all remaining observations. Kaenples covered by the best rule are removed from
the training set, the rule is added to the list Hraprocess of rule induction is recursively exeduor
remaining training observations. The algorithm teates if all examples of input dataset are covered

4. EXPERIMENTS

The experiments were carried out independentlytdar implementations of the survival trees
available in the R environment [21]: the RPART aidion from the R package of the same name [28],
and the CTREE algorithm form the packagety [14]. These algorithms served two functions. Hirst
they were used as the inner learners in the predetgcision list induction algorithm, and seconthgy
were run as standalone in order to compare restiltse survival tree with the corresponding resolts
decision list. For both implementations, the alton for survival decision list construction was muith
significance level parameter equal to 0.05. Thevigal trees were executed in their default
configurations.

The survival decision list was compared with theregponding survival tree according to the size
and the integrated Brier score [12he size of the tree is calculated as the numberofinal nodes. The
size of the decision list is expressed by the nunolbeules in the list (taking also the default dneo
account). The integrated Brier score (IBS) is autapcriterion for the evaluation of performance of
survival modelsThe Brier score calculates the squared differeeteden true event status at given time
t and the predicted event stap(s) at that time. Let; andd; denote survival time and censoring status
respectively §=1 if the event occurred, and 0 otherwise) of i-tlample (i=1...n, where n is the number
of examples in the test set). The Brier score fiovisal data is expressed by the following form(2

BS(t') =%Zn:{[(0— PP <t 04 =) B (t) +[A- p(t)]*1 (4 >t) B ()} )

i=1

The true event status for i-th example is equdl tbthe event occurred for this example before or
at the time 1, and it is equal to 1 if the survival timeadf the example is greater than(thel in the
formula is the indicator function). The censorirg taken into account by weighting the squared
differences by the inverse of the KM estim@ef the censoring survival functioithe Brier score is a
cost-type criterion i.e. the lower the value therenaccurate the prediction.
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The integrated Brier score summarizes the prediatiwor over all times in the test set and it is
given by (3):
max(t;)
1 l * *
[ BS(t )t

i 0

IBS = 3

max

The results of the comparison are presented ineThbThe experiments were carried out on 15
survival datasets available in the following R pagés:survival, ipred, penalized, RemdrPlugin.survival,
KMsurv, timereg, quantreg, TwoWaySurvival, epitools, mboost, NestedCohort. The datasets differ in the
number of examples and attributes as well as imtimber of censored observations. Presented results
are an average from the 10-fold cross validatiatdifionally, in the last row of Table 1 there igm an
average value of IBS and size over all 15 datdeetach examined algorithm.

The results of decision list marked with a sigf” indicate statistically significant (at 0.05 level)
degradation/improvement over the results obtainethb corresponding implementation of the survival
tree (unmarked results are not statistically déferfrom the results obtained by tree counterparftsg
comparison was made separately for RPART and CTREE& paired two-sample t-test was used in order
to compare algorithms on single data. The stasistomparison over all 15 datasets (the last row of
Table 1) was performed with the use of Wilcoxomsigrrank test (as proposed in [10]).

Table 1. Results obtained by the RPART, CTREE surwvieal algorithms and their decision list counterparts

RPART CTREE

tree decision list tree decision list

dataset IBS size |IBS size [IBS sdze |IBS size
cancer 0.162 9.4 | 0.148 3.87 |0.151 3.0 | 0.150 20
dibcl 0305 29 | 0296 28 [0.267 14 | 0275 14
gbsg2 0.175 6.2| 0181 66| 0177 40 0178 3.
mgus 0.164 11.3 0.1%6 2.3 |0.165 58 | 0.170 37
nki70 0235 9.6 | 0.202 3% |0.187 2.2 | 0183 2.0
pbc 0.176 13.1] 0.153 3.99 |0.163 6.4 | 0143 4.0
rossi 0.115 9.8 | 0.0f3 579 [0.119 19 | 0.119 138
std 0211 25| 0210 500206 36 | 0.207 2%
trace 0179 5.7 | 0191 46" [0.174 13.7| 0.183 5.67
uis 0.144 11.1| 0.145 48 |0.147 5.2 | 0.142 3.1%
unemployed0.176 5.0 | 0.173 67 [0.157 3.0 | 0.159 2
veteran 0.117 8.4 | 0.107 8§1/0.102 4.0 | 0.100 30
WCgs 0.044 55| 0.043 &5[0.042 9.7 | 0.042 4%
wpbc 0.240 12.2| 0.182 3.6" [0.174 19 | 0174 1.9
zinc 0.111 10.1| 0.088 5.1% [0.105 2.3 | 0.105 2.1
average|0.170 82 [0.159" 46" |0156 45 |0155 2.8%

For the RPART implementation, the size of survidetision list was significantly smaller than the
size of corresponding survival tree on 11 dataddtseover, for this implementation, the decisiost li
significantly improved the IBS on 5 datasets, amel $tatistically significant degradation was obedrv
only for 2 datasets. In general, for the RPART, teeision list performs much better than its tree
counterpart. It is also confirmed by the Wilcoxesttwhich showed significant improvement in the IBS
and size of decision list over the results obtaimgdurvival tree.

The CTREE algorithm generally induces quite comgaicvival trees, but decision list still allows
for further reduction of the size of survival mad&he statistically significant decrease in theesizas
observed for 9 datasets and, similarly as for RPAR@ tendency for inducing more compact models by
the proposed algorithm was also confirmed by thelco¥on test. The statistically significant
improvement in the values of IBS was observedioc and uis datasets, however, for the CTREE

76



MEDICAL DATA CLASSIFICATION METHODS

implementation the Wilcoxon test does not show iigant difference in the values of IBS betweeretre
and decision list.

5. CONCLUSIONS AND FUTURE WORK

The paper presented the algorithm for tree-basedction of decision list from survival data. The
key idea of the algorithm is to derive rules fronswvival tree in separate-and-conquer fashion. The
empirical part of this study showed that the repnéstion of survival data in the form of decisigst Is a
good alternative to tree-based models. The decikstns able to represent survival model in more
compact form than corresponding survival tree anprove the predictive accuracy of survival model on
unseen examples.

The proposed approach executes survival tree learakiple times in order to generate rules, and
consequently it has higher computational completkign a single survival tree. Therefore, an intargs
direction of future works will be to develop an @ghm which will induce decision list without these
of survival tree as the inner learner. It can beieed by incorporating splitting criteria knowroiin
survival trees into the rule learning process. Adow to the previous works of the author [25-27f
promising path will be also to adapt the rule intdrc algorithm which uses sequential covering stygt
and rule quality measures [2, 6, 15, 24-27] toptublem of rule learning from survival data.
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