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EVIDENCE-BASED MODEL FOR 2-UNCERTAIN RULES
AND INEXACT REASONING

In empirical sciences, among others — in mediailmaain data- stored in different repositoriesare the most
important source of domain information. There igr@at number of methods, including semantic datgiation, that
enable to acquire domain knowledge from such dathexpress it in a convenient form. In the paperpnepose a
model for rules with uncertainty (2-uncertain rylésat can be obtained from somewhat heterogendatas written in
a common format of tuples. The rules are unceitaplications, with complex premises and single dosions, and
two specific reliability factors. In addition, wegpose functions for propagating uncertainty thfovgasoning chains
in Rule-Based Systems (RBSs) with such rules iim kimowledge base.

1. INTRODUCTION

In the last decades, it has been observed a growiagest in the field of machine learning. By
applying inductive learning to real data storedvamious data warehouses, it is possible to accance
structuralize valuable domain knowledge. Much a ¥nowledge is represented declaratively, by means
of rules. We mean here as well decision rules aslymtion rules. In general, a rule determines the
conditional dependence of some fact (conclusiorrarther ones (conjunction of premises). Hardly eve
the dependence is an absolute one, more oftenppems only with some frequency (first order
probability). Depending on the number and provemant source data, we can also say about the
reliability of the rule as a whole (second ordeslyability) [2].

In the paper we propose a model for 2-uncertaiestult is based on the interpretation of
uncertainty as a kind of evidential, second ordevbability. The model is based on a classical
implication, provided with two reliability factors:

internal (irf), stating the level of the dependenta rule’s conclusion on rule’s premises,

external (grf), stating the quality of the undenlyirule.

If factor irf has its equivalents in most of modefsuncertainty, then factor grf can be found in a
clear form only rarely. Its specific counterpartsar in well-known D-S [8] model (span of the rarigg
and statistic research (span of confidence inte®falIn both cases, in order to estimate the cbness
of the value of interest (belief value or risk \@luone needs to calculate the proportion betwhken t
value and the span of an appropriate range of taiogr. Some other proposals of calculating the’sul
quality can be found, among others, in [11, 12]sp¥cific metrics of quality, in fact - fuzzy mesjds
given by Zadeh [13] to his Z numbers. We would li@ause factor grf of rule’s quality for orderingles
in the agenda and, next, for differentiating thigugnce of successively fired rules on the finaules of
reasoning.

The proposal of 2-uncertain rules is comprehenstust, the syntax and semantics of the rules are
defined. They are general enough to express alsw@rtain facts. The definition is an extensiorhaf
previous one, published in [4]. In the new versiame, added the possibility to write rule’s composent
(premises, conclusion) in the negated form. Thetnmogortant and completely new in the paper igta s
of combination functions for propagating uncertainthe functions, attached to the RBS inference
engine, allow to correctly reason with the propo&edncertain rules, as well by means of forward
chaining as by means of backward chaining [3, 7]s Iproven that they do not violate the semantic
constraints imposed on the knowledge base, inquédati — on the reliability factors of its rules diadts.
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The new model is called as 'evidence based’ becalifee recommended method of acquiring 2-
uncertain rules from data stored in repositorias.eXemplary algorithm for designing 2-uncertairesul
from data of attributive representation is given[4h A detailed proposal of calculating the valuss
factors irf and grf has been put forward in [5].[9) it is demonstrated how to make use of 2-unaert
rules in medical diagnostics.

2. 2-UNCERTAIN RULE — SYNTAX AND SEMANTICS

In the light of the above considerations, let ugppise the following, formal and useful from the
practical point of view, form of 2-uncertain rule:
it is declared with grf (p,.) :

P, 0P, [7... (P, 1)
C with irf (v.),
wherer,, P,, ..., P, stand for the rule’s premises;- its conclusiongrf andirf — names of reliability
factors, relating to: conclusion given certain occurrences of all premisgsp,, ..., andp,, and the

considered rule itself given a set of distributedndin data, respectively;, andp. — values of reliability
factorsgrf andirf, respectively, such that< p,, p. < 1. The rule’s premises and its conclusion have to be
formulas of the form:

A €{vy, vy, .., v} or 2
(A € {vy, vy, ...,vp}) or 3
{vy,v9, ., v} S A or 4)
—({vy, vy, ., v} € 4) , (5)

whereA stands for one of the domain data attributes,wand, ..., v, stand for values coming from the
domain over which attribute ranges. In order to unify these four forms, letneke for the formulas the
following notational agreement:

Am{vy, vy, ..., U 1q4 (6)

wherenm € {=,#} stands for one of the two relational symbols afady; q, € {©, ®} gives the formula
an interpretation: fog, being® andm being= - the interpretation (2), fay, being® andm being= - (3),

for q, being® andm being= - (4), for q, being® andm being= - (5). The using in (6) a set of attribute
values instead of one individual value increasgmeassive power of the formula, and next — of tHe ru
(1) as a whole. Obviously, such an extension emttie necessity of using an expanded Truth
Maintenance System (TMS). The admission to usé)ibdth relation= and its negatios means that the
rules of the form (1) describe the reality basedheopen world assumption (the lack of knowledge o
holding the relation is not equivalent to non-hogglthe relation).

A tacit assumption of our model is that a rule esges a positive monotonic dependence between
its premises and conclusion. It can be summarizetbliows: the lower the level of fulfilment of ¢h
premises, the lower the level of fulfilment of thenclusion. The both reliability factors used he tule
(1) declare the level of some evidential probahil#iso called subjectivist probability. Whereast@airf
represents an internal conditional probability @w®gence of the rule’s conclusion on its premisteen
factorgrf — an external conditional probability (dependencéhefrule itself on the evidence from which it
has been derived). Factérhas a significance influence on the probabiliGésonclusions being derived
in the process of reasoning. For a change, fagtanfluences mainly the quality of derivations okth
conclusions. However, by determining the orderirrid active rules from agenda, it influenceslightly
and indirectly- also on the probabilities of the conclusions.

The format (1) is to be used also for represengumcertain facts. Such a fact, written in short as
follows:

with grf (p,.) : C with irf (p.) @)
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wherec, grf, irf, p, andp, preserve their syntax and semantics from defimi(lg, is practically an instance
of a specific rule, with the premise equal true:

itis declared with grf (p,) : €))
true -
C withirf (p.).

An important constraint assumed in the model isothe imposed on the valugsandp,:
BEL. <p. < PLS.; BEL, < p, < PLS,. (€))]

It means that experimentally determined valpgandp,. should come from fixed ranges. Let us observe
that facts can change their factors (both grf af)dduring reasoning in a RBS with 2-uncertain sulAt

the beginning, before starting reasoning, the $agt’ is axiomatically assumed to He (it does not
depend on the contents of given repositories). Nexthe reasoning proceeds, the valug,.ajradually
decreases. Differently, the valuemfcan change in both directions. We will demand fggnandp,. that
they satisfy the constraint (9) along the wholesoméng process. In Section 3, we will define aafet
functions for propagating uncertainty through re@sg chains in a RBS with 2-uncertain rules. Wd wil
prove that these functions do not violate the nesuent (9).

If domain data are stored in an attributive forhert one can derive from them a set of rules of the
form (1) that fulfill some elementary criteria aéraantic correctness. This possibility has been shiow
[4], where an algorithm of semantic data integrai@md designing 2-uncertain rules has been proposed
Now, one more question should be answered: is ¢hendt (1) optimum for 2-uncetain rules? In
particular, would it be possible to increase thefulsess of the rules by enabling disjunctionsrehpises
or conjunctions/disjunctions of conclusions? Or, d¥tending the set of operators used in formulas
defining rules’ premises and conclusions? Let useole that a compound rule of the forims declared
with grf (p,) : P, P, - C with irf(p,) can be replaced by means of the equivalent paimople rulesit is
declared with grf (p,) : P, — C with irf(p.) andit is declared with grf (p,) : P, - C with irf(p.). Such a replacement
cannot be done for a compound conclusion: neitigurtttion, nor conjunction of simple conclusions
distributes over reliability factoirf. Thus, compound conclusions would be semantigalified, but
they would result in an exponential growth in themier of investigated hypotheses and, as a
consequence, an essential growth of computatia@maptexity.

Let us observe that operators used in formulagerhses and conclusions of the rule (1) constitute
a right subset of the set used in Attributive Logith Set Values over Finite Domains (ALSV(FD)) [6]
The remaining ALSV(FD) operators are not used eithge to low applicability of rules with those
operators (e.g. operatej, or due to difficulties in implementation (e.gpayator~).

Yet, let us briefly comment the role of the operaiblogical negation-. Having enabled to use it
in formulas of the rule (1), we have increased éx@ressive power of our method of knowledge
representation. On the other hand, due to the atolig condition (9) and the obvious requirement
PLS(—C) = 1 — BEL(C), its usage would normally result in the necessitgerforming additional tests for
all the hypotheses considered while reasoninigy the module TMS. A satisfactory solution of this
difficulty will be proposed in Section 3.

The above remarks show that the set of operatorgsiage in the rule (1) should be selected very
carefully. Among others, one should take into aotahe existence of attributes ranging over wide
domains. Due to such attributes, the number ofibleseypothesedypr can be really great. We calculate
it from the following formula:

HYP = 2/Pail+1 4 21Dazl+1 4 ... 4 2IDanl+1 (10)

where n stands for the number of considered ategyw; — an attribute of the ordinal numbieft <i <
n), D,; — the attribute’s domain, ana,;| — the cardinality of this domain’é in the exponents are an
effect of using formulas in both positive and negaform).
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3. FUNCTIONS FOR PROPAGATING UNCERTAINTY THROUGH
REASONING CHAINS

In order to correctly reason in RBSs with 2-underteules, one should precisely define the
influence of the both reliability factors on theuecse and the final result of reasoning. Thereftoethe
case of forward chaining [3, 7], we assume the dgda set of rules that are active at the currem of
reasoning) to consist of all these and only thatesithat satisfy the condition:

min(grfps, grfez, - e 0r) 2 T3 Min(irfpy, irfpy, ., irfpp) = 72, 11)

whereirf,; andgrfy;, 1 <i <n, stand for current values of reliability factorfsppemiser;, andz,, r, — for
thresholds of reliability that are necessary fde ffiring. Conflicts in the agenda will be resolviedfavor

of rules of highest priorities, and the dependemetyveen the rule’s priority and the rule’s facgerwill

be set as monotonically increasing. The completegss of forward chaining, starting at some initial
state of the system’s database (a set of axior2aticcertain facts), finishes after coming to an gmp
agenda. Because of the proposed method of resobantiicts in the agenda, we can let the forward
chaining process stop earlier just after firing a desired number of rules. Olngly, the sets of
hypotheses obtained after these two processesaebmang can differ from each other. First, the set
obtained after the shortened process of reasonmgmat contain some hypotheses obtainable after the
complete process of reasoning. Next, in pairs ofesponding hypotheses from the two sets, the rfacto
grf orirf can differ from each other.

Let us assume thate stands for one of the two non-equality operatgr,s>), andi(ne) stands for
the reverse of operatae. In case of backward chaining [3, 7], the proothe# goal: (it is declared with
orf(p,1) : true - C; with irf (p.,), ne) starts from choosing one of the rules whose emneh C, with
iff(p.,) satisfies the requiremenf(C, = C;) A (pz nepe1)) vV ((C, = =€) A (pey i(ne) per)), and
whose reliability factor grf satisfies the ineqtalip,, = p,1. Again, the first place should be given to
this one of all the matching rules which has theatgst priority. The described procedure should be
continued - as a search with backtracking - forgremises of the appointed rule, next for the psesiof
the subsequent rules, and so on. The whole prea#dse finished after proving the goal (succesisful
or after searching the whole space of potentialtgmis (with failure).

When forward chaining, the uncertainty will be prgpted in the system according to a few
principles, having the form of functions similarttoose in [1] and [10]. These are: an opposite tianc
and three combination functions, intended for:

* propagating uncertain evidence,

» operating on complex conjunctive hypotheses,

* managing with multiple production rules.
We will shortly discuss these functions in the ®ssive subsections. In order to precisely explair t
semantics, we introduce an additional notion oftual rule’, admitting a conjunctive form of the
conclusion. Virtual rules will be used only whercassary. Speaking shortly ‘rule’, we continue teame
2-uncertain rule of the form consistent with thdimgon (1). Only such rules can be stored in the
system’s knowledge base.

The opposite function. In order to make the database of our RBS as henemus as possible, we will
restrict 2-uncertain facts stored in the databagmsitive only, i.e. the ones based on the fors(2x and

(4). However, since our rules can contain also esnand conclusions in negative form (based on the
formulas (3) and (5)), we have to know how to detive necessary negative premises and how to jgroces
the obtained negative conclusions. The both problestl be solved by using the opposite function of
during reasoning. The function is defined over $ie¢ of 2-uncertain facts, and its calculation fog t
following factR;:

R; = itis declared with grf (py;) : true — C; with irf (0¢;) (12)

is being performed according to the formula:
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of (Ry) = R,y =itisdeclared with grf (p,f) : true — C; withirf (peof), (13)

where C; = =Gy, Prof = Pri» aNdper = 1 — pg;. By the assumption (9), we havBEL.; < p.; <
PLS;. In this case:(1 —PLS;) < p.or < (1—BEL) and, in view of the obvious equalities:

BELcoy = (1—PLS;) and PLS.,; = (1—BEL;), we obtain the expected double inequality:
BELcor < Peoy < PLS;op. From the other hand, in view of the equalitiegL,,, = BEL,; and
PLS,,; = PLS,;, the constraintBEL,,r < prof = Pri < PLS,,r is satisfied. The domain of the

function of cannot be extended to the full set afnZertain rules; such an extension would result in
violating the positive monotonic dependence betweégis premises and its conclusion.

The function of will be called every time after aling a fact R;) in negative form
(C; of the form (3) or (5)). Then, if the system datsd does not contain a fact with conclusips —C;,
then the resultR,, will be physically stored in it. If the databasentains an axiomatic fact with
conclusion(;, thenR,; will have no influence on its state, otherwis®,r will be subjected to the
operation of function mr defined below. Beside® thnction of will be called when a negative premis
for a rule intended for firing is necessary. Obwlyyu a negative fack,, will not be considered for
storing in the database.

The combination function for propagating uncertain evidence. When forward chaining, it often
happens that conclusidgh, assumed/derived in stéjpy means of virtual fad;:

itis declared with grf (p,;) : true — C; withirf (p.;) (14)
becomes a premise of ruke, to be fired in step such thay > i:
itis declared with grf (p,;) : P; - C; with irf (p.;) (15)

whereP; = (;. Then, immediately after having fired rute, one should call the combination function ue
for propagating uncertain evidence. Its calculafimnthe above argumeni andR; will be performed
according to:

ue(R;,R;) = Ry, =itisdeclared with grf (pry) : true — C; withirf (pcye) (16)

where pye = min(pr;, pr;), aNdpeye = Dei* Pej» diving the factR,, (similarly as we did it for the
opposite function op, also for the proposed fumrctie and the next combination functions ch andome,

can easily prove that they calculate irfs and @flling the requirement (9); because of lackéce,

the proofs are here omitted). Let us remark thatpmaling to expectations, together with the inceeafs
reasoning chains both internal (irf) and globalf)(geliability factors of successively generatedt$a
decrease.

Next, in caseC; has negative form (3) or (5), the obtained fAgt should be subjected to the
operation of the function of. Otherwise, if the teys database does not contain a fact with conaiugio
- then resultR,, should be physically stored in it; if the databa&emtains an axiomatic fact with
conclusionC; — thenR, s has no influence on its state; if the databas¢agmha non-axiomatic fact with
conclusionC; — thenR,r should be subjected to the operation of functiondefined below. The
proposed combination function ue harmonizes welthwihe assumption on positive monotonic
dependence between rule’s premises and its conolusi

The combination function for complex conjunctive hypotheses. In order to correctly propagate
uncertainty through reasoning chains, also a metbiodvaluating reliability factors for conjunctisrof
premises is necessary. For this purpose, we prakigleombination function ch for complex conjunetiv
hypotheses. Having obtained virtual f&gtof the form (14), and then fag} of the form:

R; =itisdeclared with grf (p,;) : true — C; with irf (p;) a7
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and such that; # ¢; andC; # —=C;, one can apply function ch. Its calculation fr and R; will be
performed according to the formula:

ch(Ri,R;) = Rey, = itis declared with grf (pycp) : true — C; OC; with irf (pecn) , (18)

wherep,.., = min(py;, prj), andp.., = min(p;, pc;). The formula (18) declares that the factor irbof
compound conjunctive hypothesis should be calcdlagethe minimum of all factors irf assigned to the
component hypotheses. Similarly, the factor grfthed derivation as a whole should be calculated as
minimum of all factors grf assigned to the deriwa of the component hypotheses. The function
ch(R;, R;) will be called only if necessary, i.e. if a rulgeénded for firing has as its premises b@tkand

C;. An obtained virtual fack,; will not be physically stored in the system knodge base.

The combination function for multiple production rules. The most difficult to estimate is the
probability of a conclusion that can be derivedhirthe given evidence in many different ways. Each
such a way can be represented by a particular meggohain, having at the first item - the formtiae,
and at the last item - the underlying conclusiaome probability of the conclusion should be the ltest

of reliability factors irf obtained in all those rilations. Remind that the order of firing rulepdads in
our RBS on the rules’ priorities, and these priesitdepend monotonically on the rules’ reliabifigtors
grf. Let us agree that the influence of multipleesuconcluding the same conclusion on the factafiits
hypothesis should be differential and decreasirty tie course of reasoning. It was proposed ing5]
differentiate it by means of weiglt that is dependent on: the numleof all multiple rules (the greater
the number, the smaller the weight) and the redatigsitioni of the rule (the earlier the position, the
greater the weight). The weights can be calculatad the following system of equations:

Vi-1 (19)

{l=t, for2<i<d,
v+ vt vy =1,

whered stands for the number of multiple rules;- the weight of that one from among all multiplées
which was obtained asth from them,: — a constant of proportion between the weights balgity
factorsirf of two successive multiple rules. It is assumed ¢flshould be greater than(e.g.t = 1.1, and
t = 2 to make slight and significant differentiationspectively, in the weights of multiple rules).

Let us now define the function mr for multiple rsileoncluding the same conclusion. Assume that
R; stands for fact (12) in positive fornd;(of the form (2) or (4)), an®; stands for fact (17) such that
C; = (;, and the both facts have been obtairgd: in the current step of reasoningasn-th 2 <n <
J) such fact with conclusiof;, andR; - in a preceding step of reasoniijg < j, as ¢ — 1)-th such fact
with conclusionC;. The constraints imposed on fadts and R; mean that, during the considered
reasoning process, none fagRf with conclusionC, = C; and reliability factor gr#§,,) such that
Prk € (pri; Prj) has been obtained. The pék;, R;) is an argument for function mr, whose calculation
should be performed according to the formula:

mr(R;, Rj) = Ry, =itisdeclared with grf () : true — C; withirf (pepyr) , (20)

wherep,,, = min(p,;, 0rj); Pemr = (1= v) Do + vy * pj, andy, stands for the weight of fa&;,
that was obtained asth fact with conclusiorC;. The valuev, should be calculated based on index
according to the formula (19). The functiamr(R;, R;) is to be called just after having obtained fAgct
The resultant facR,,, is in positive form ¢; of the form (2) or (4)) and, as such, it will bkypically
stored in the system knowledge base, replacingfaittere.

In fact, forward chaining can be seen as the dyogmucess of building a virtual derivation graph.
In our RBS, it is implemented as a process witlnd kbf backtracking: there is no possibility to etel or
modify once obtained conclusions, but it is possiol repeatedly correct once estimated valuesedf th
factors irf and grf. Thus, the derivation graptbe&ng built incrementally: once added nodes ancgdg
cannot disappear; at most, the nodes are slightljifred. In the end, each hypothesis from the gragd
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its factor irf equal to a weighted-average of afs iobtained in the multiple rules concluding its
conclusion.
For a change, backward chaining can [3, 7] be asehe process of searching an appropriate patf

in a virtual derivation graph. It is implementedaaprocess with full backtracking. Here, the uraiaty
is propagated in the opposite direction, from a-Fggpothesis and required values of its factgrandgrf,
to facts-axioms that are physically stored in th&tesm knowledge base. In our RBS, the propagatitin w
be performed by means of an extended opposite iim¢eo) and two next combination functions,
intended for:

» back-propagating uncertain evidence (bu),

* operating on complex conjunctive conditions (cp).
The mentioned functions differ from their countetpdrom forward chaining as well in domains as in
codomains. The next difference lies in that thesults (facts obtained and examined while backward
chaining) are not being stored in the databaseaemdot subjected to the constraints (9). Becatikeck
of place, the definitions are here omitted.

4. TWO EXAMPLES OF INEXACT REASONING

Let us now illustrate the above considerations leams of medical examples of the both methods
of reasoning, first forward chaining, next — backward chaining [3, 7].
Assume that the thresholésandz, of reliability that are necessary for firing rules set t@.7 and
0.5, and the constantof proportion between the weights of successtgeis equal tal.5. Assume we
have a RBS with 2-uncertain rules to support gémeedlical diagnostics. Let its knowledge base danta
the following axiomatic 2-uncertain facts of thaipat's state of health:
R, =itis declared with grf (1) :
true — General_Diagnosis = {asthma}® with irf (0.7)
R, =itis declared with grf (1) :
true - Current_Health_State = {asthma_attack}® with irf (0.3)

and the following 2-uncertain rules of the domain:

R; = itis declared with grf (0.8):
General_Diagnosis = {asthma}®
- Symptoms = {wheezing, shortness_of_breath} © with irf (0.8)

R, =itis declared with grf (0.7):

Symptoms = {wheezing, shortness_of_breath} ©
- Diagnosis = {bronchitis}® with irf (0.6)
it is declared with grf (0.9) :

Symptoms = {wheezing, shortness_of_breath} © A
—Current_Health_State = {asthma_attack}®
- Diagnosis = {bronchitis}® with irf (0.7) .

Rs

At the beginning, from among these three rulesy anlwill enter the agenda. As a result of firing,
it will add a new facr, to the knowledge base:
R, = itis declared with grf (0.8):
true - Symptoms = {wheezing, shortness_of_breath} © with irf (0.56) .

Its reliability factors, obtained by means of usthg functionue, are as followsgrf(0.8) = min(1.0,0.8),
andirf (0.56) = 0.7 = 0.8.
Now, the two remaining rules fulfill the conditioif$1), butr,; has greater priority tham, (0.9 >

0.7). However, in order to become fully active, it dsgfirst — determining the value of functiopm for
factr,, and next determining the value of functianh for rule R, and the newly obtained ruke:
R' = op(R,) =itis declared with grf (1):

true —» —(Current_Health_State = {asthma_attack}®) with irf (0.7)
R" = ch(R,, R') =Iitis declared with grf (0.8):

true - (Symptoms = {wheezing, shortness_of_breath} ©® A

—Current_Health_State = {asthma_attack}®) with irf (0.56) ,
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wheregrf(0.8) = min(1.0, 0.8), andirf (0.56) = min(0.56,0.7) .
The obtained fack’ is in negated form, and the obtained fREtis a virtual one, ané as such- they
will not be stored in the system knowledge base.
Due to the absence of a fact with concludbgnosis = {bronchitis}® in the system knowledge base,
the firing of ruler; will result in adding the following fad, to this base:
R, =itis declared with grf (0.8):
true - Diagnosis = {bronchitis}® with irf (0.39) ,

wheregrf(0.8) = min(0.8,0.9), andirf (0.39) =~ 0.56-0.7 .
The firing of the last active rule, will entail calling the functiormr and, as a consequence, the
replacement ok, in the system knowledge base by the following fact:
R,_, =itis declared with grf (0.7) :
true - Diagnosis = {bronchitis}® with irf (0.37) ,

where factogrf(0.7) = min(0.8, min(0.8,0.7)), and factotirf(0.37) =~
(1-1/(1.5+ 1)) *0.39 + 1/(1.5 + 1)) = (0.56 * 0.6).

Assume again the primary contemis— R, of the system knowledge base. Let us now ansveer th
following uncertain questioH;:
H, = (it is declared with grf (0.7) :
true - —(Symptoms = {wheezing, shortness_of_breath} ©®) with irf (0.1), <) .

The only rule with conclusioBymptoms = {wheezing, shortness_of _breath} © IS R;. Considering a positive
form of the conclusion inr;, the RBS will use the extended opposite functento obtain the

complement of questiom,. It will be as follows:
H' = (it is declared with grf (0.7) :
true - Symptoms = {wheezing, shortness_of_breath} © with irf (0.9), >) .

The calling of functioreo is synchronized with the reversal of the constramposed on factoir.
Next, the inference engine concentrates on premegseral_Diagnosis = {asthma}® of rule r;. By using
functionbu for back-propagating uncertain evidence, it makedollowing uncertain questian’:

H' = (it is declared with grf (0.7):
true — General_Diagnosis = {asthma}® with irf (1.0), =) ,

whereo.7 is the smallest acceptable value of fagtoof the fact fromx”, and1.0 = min(1.0, 0.9/0.8) — the
smallest acceptable value of its fadtorLet us observe, that fagt fulfills the constraint imposed anf
but does not fulfill the constraint imposed oin As a result, the initial uncertain questian will be
answered withmo, that is compatible with the result obtained ie fnocess of forward chaining.

5. CONCLUSIONS

The proposed 2-uncertain rule model can be a lmaseohstruction of a RBS with uncertainty, in
particular — a RBS to support medical diagnosticgeneral, diagnostic efforts can be classifiednn
categories:

» initial efforts, that consist in drawing a gengpadture of patient’s condition (it is created based
the anamnesis — if possible, and some physical ieedions, e.g. blood pressure measurement,
temperature measurement, bronchial auscultatiarf hascultation),

» advanced efforts, that consist in verifying difi@reiagnostic hypotheses.

In the first case, a RBS with 2-uncertain rules barused to generate as much as possible medical
conclusions from the data acquired while initi@ghosing. In order to do this, the system shouktate
in the mode of forward chaining, with an optionahstraint on either the threshold of reliability toe
conclusions (factorgrf), or the maximum number of the conclusions (remtoét successively generated
conclusions have theigrfs smaller and smaller). The conclusions will berestotogether with their
probabilities (factoraf) estimated by the functions for propagating uraety. From a medical point of
view, the most interesting and important will bencloisions with very small (close t) and very great
(close to1) values of factoirf.
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For a change, in case of the advanced diagno#itefRBS can be used to advise with a concrete
hypothesis: is it no less (no more) probable thanwwuld expect it to be? In this case, the systeoold
operate in the mode of backward chaining, in coapmn with the functions for back-propagating of
uncertainty.

The proposed in the paper strategy for qualificaffleuncertain rules to the agenda is a simple one.
On request, it can be modified in any way. Simylathe proposed algorithm for resolving confliatsthe
agenda can be replaced by a more sophisticatedon@stance, apart from the factgr of the rule as a
whole, it can also take factogs of its premises into account.

Regardless of its operational mode, our RBS to esudppedical diagnostics will use still the same
knowledge base. The base will consist of thousaf@suncertain rules, that were induced from tted re
medical evidence. In the paper, we did not raiseptioblem of the base quality, which is very impott
for an effective and efficient system operation. iAgvas proposed in [4], the knowledge basavith
concern for its quality- will be refined from the pairs of contradictoryes and from all rules subsumed
by any other ones to be found in it. The refinemeititbe performed at once during the constructdn
the base.

The practical advantages and practical difficuloésising 2-uncertain rules are widely illustrated
in [9].
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