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BUBBLE ALGORITHM FOR THE REDUCTION OF REFERENCE

A vast majority of algorithms for the condensatafrthe reference set requires a great number opaotations
in case of processing a very large set, one thataow several dozens of objects. This fact forthedgrounds for the
presented attempt to develop a completely newililrssan algorithm which would not only maintaihet quality of
classification similar to one obtained with the npairy reference set but also allow to accelerate petations
considerably. The proposed solution consists iredag the primary reference set with disjoint hygpéreres; however,
these hyperspheres may contain objects from orss dialy. Classification is completed when it isedetined that the
classified point belongs to one of the mentionduesps. If an object does not belong to any hypersplit is counted
among the objects of the same class, to which Hjects from the nearest hypersphere belong (thardis to the
centre of the sphere minus the radius). As wagsatdd by the tests, this algorithm proved to bg eficient with very
large sets.

1. INTRODUCTION

The most desired property of a classifier is a wcentage of incorrect decisions (the quality of
classification). Apart from the quality of classdition, the speed of classification is very impiirtsn
some applications, e.g. when a classifier is usehalyse optic images.

In case of classifying very large sets, it is w@etlying attention, among many solutions (including
neural networks or decision trees), to classifighéch use distance functions. This group of sohsgio
includes classifiers which do not have too strgguamptions and offer the quality of classificatgamilar
to the quality of the Bayes classifier, i.e. thasslifier which is theoretically the best one [1hisTtype of
classifiers includes e.g. thkenearest neighbours rulke-KIN) [2] and its numerous modifications, e.g.:

- the concept of the surrounding neighbourhoodtae#-NCN decision ruldk - Nearest Centroid
Neighbour$ resulting from it [7],

- thek-DNN rule (k-Diplomatic Nearest NeighboyrELO],

- local metrics [8, 9],

- the concept of thie-ENN rule k-Edited Nearest Neighbaoui6],

- thek -NN rule with a pre-classifier of 1-NN type [4],

- the fuzzyk -NN rule [5, 3].

The k-NN rule assigns the classified object to the clabgh is represented by the most of kts
nearest neighbours in the reference set. The referget is conventionally the whole learning set.

2. SPEED OF 1-NN CLASSIFICATION ALGORITHM

In practical applications a significant role isy#d by the classifier operating according to tHe ru
of the nearest neighboutype, one which is a particular case of KN rule. It is the fastest version of
the k-NN rule; moreover, a classifier of this type canused to approximate other versions of kHé¢N
rule. To this purpose, re-classification of theerehce set must be performed with an approximated
classifier and then the 1-NN rule should be apphath the modified reference set. So far, many
algorithms for the reduction of the reference setehbeen proposed in order to increase the spet of
1-NN rule. New algorithms are being developed lal time. Another research direction aiming at the
acceleration of the nearest neighbour rule is tmelensation of the reference set, i.e. the creati@nset
of artificial objects on the basis of the primamaining set. Only few methods of reference set
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condensation have been developed. Compared tolghatlams for the reduction of the reference set,
they are able to steer the compromise betweenizheo§the obtained condensed set, in other wdres t
speed of classification, and the quality of clasatfon measured with the percentage of corredsaets.

3. SPEED OF 1-NN CLASSIFICATION ALGORITHM

The presented algorithm for the condensation (maohjc of the reference set requires the
modification of the decision rule. Therefore, thendensation process itself may be considered as the
learning of a classifier. Since it is necessarghange the classification rule with this classjfieis not
only the learning phase, consisting in the condemseof the reference set, that requires detailed
description; the classification phase requiressitzell. The classification phase is not going te tise
standard version of the 1-NN rule.

In the learning phase, the separated part of thef dbjects with the known class affiliation, ithe
learning set, is used to determine a set of hyperss. Each of the hyperspheres contains objemnts fr
the learning set, ones which belong to one clags &uch hyperspheres are described as homogenous.
An homogenous hypersphere is described with theviolg parameters:

- the base point — a point from the learning satiis the centre of an homogenous hypersphere;

- the radius — a distance from the base pointéatrarest point belonging to another class ordo th
edge of another homogenous area;

- the number of contained points — which determim@s many points belonging to the same class
as the base point (excluding the base point) isatoed in an homogenous area.

The process of constructing homogenous hyperspherpsesented in the Figures 1 and 2. Its
graphic interpretation gave the author an ideaefame for the developed method.

1(C,ry, 3)

Fig. 1. The learning phase of the bubble classifitre construction of homogenous hyperspheresr(striction diagram).

118



MEDICAL DATA ANALYSIS

ro ¥ 1(6, 7, 3)

] 13 (C, ras,

.fﬁtmm """"" LL

5]

41 (C, ryy, 0
_Pnero

8(N, 15 1) .

0-{CyT10, 0)
............... 1‘5'[I 3
2(N, 15, 4) i o B
] 4(C, ry, 0)

S 12(N QR

Fig. 2. The learning phase of the bubble classifire construction of homogenous hyperspheresr (e internal objects have been

removed from hyperspheres).

The algorithm of the bubble classifier's learningape chooses a random point from the learning
subset (at the beginning from the whole learnirtyy@ed marks it as the base point. Then, the distén
determined from this base point to the nearesttgmionging to another class or to the edge ofterot
homogenous area. This distance is used to detertheneange of a homogenous hypersphere. Points
lying inside that area are sought, their numberraneembered, and then these points are removed. Th
point from another class which was used to detezntiite range of the area is removed as well. The
learning set is covered with hyperspheres. Thiordlgn is presented below in the form of the

pseudocode.
00. START;i=2;¥=T;
01. Choose a random pointftom T set, the distance to the nearest point{from another class
and the numberyof points from T set located in the hypersphete(ts,r1,m);
02. T =T""-Z"{y.1}, if yi1 does not exist, assume thatfyis a empty set;
03. If Tis empty, go to 06; _ ,
04. Choose a random poinfrom T set and determine'«(t;,r;,n):
- distance dfrom { to the nearest point from another class,
- distance dto the nearest, already existing, hypersphere¥L,2,..,i (it is computed as a
distance to the centre of the sphere minus itsusidi
- mark the shorter of these two distances;as r
- determine a number of points from T set located in the hypersphere witlegntre and
ri radius;
05. i=i+1; goto 02;
06. END
where:
T — the learning set containing m objects;
T — sets reduced in individual iterations;

K'=(t;,r;,n) — a combination: a centre, a radius, a number oftpinside a hypersphere without

Zi

the base point; _
— a set of points frorf set located insid&' sphere;

As a result of the learning phase of the bubblesifi@r, the set of homogenous hyperspheres is
obtained. The next step consists in sorting thehe first choice criterion is the length of the radi
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which determined the area (from the longest orthécshortest one). In case when several areasthave
same radius, it is the areas that contain morecestipoints that are chosen first. The sorting gesed
to accelerate the next phase of the bubble classifoperation, to be more precise the classibati
phase.
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Fig. 3. The classification phase of the bubble wtlym.

Points are loaded from the set of objects for diaation or from the testing set (in the Figure 3
these are represented by stars); then their dissib towards the determined homogenous hypersphere
is examined. Three cases are possible:

- a point lies inside an homogenous area — thistpsiassigned to the class to which this area is
assigned,;

- a point lies on the edge of an homogenous arageint is assigned to the class to which this
hypersphere is assigned;

- a point lies outside each homogenous hypersphar@oint is assigned to the class to which the
nearest hypersphere is assigned (a fact thatesndieted with the distance to its edge).

4. EXPERIMENTAL RESULTS

The bubble classifier was implemented in C++ infdsoft Visual Studio .NET 2003 environment
and it was tested in Windows environment with tee af a PC computer equipped with Intel Pentium 4
HT 3GHz and 512MB of operating memory.

During the experiments and tests of the algoritimd during the verification of its operation the
author focused mainly on the LIVER set, which isykarge. It is a set of data describing ultrasound
images of a liver. The most useful information amtained in the greyness level distribution of xeps
examined neighbourhood. The set contains two dasé@ixels (class 1 represents the area of cancer
cells; class 2 represents the background, thabdsateas of liver free from cancer cells). A gehera
description of the set:

- a number of classes: 2,

- a number of properties: 13,

- a number of samples: 81968 (40000 — the firgds;lat1968 — the second class).
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Table 1. Operation results (the average value, anedtandard deviation, and the minimum and maximaiue) of the bubble classifier
algorithm obtained for the Liver set.

The division into th_e learning set Measured value Average Median Sta_ndgrd Minimum Maximum
and the testing set deviation value value
Testing set [%]: 10 [ Measurement time [8p42553| 3540127 16410 3511195 3565009

19 Learning set [%)]: 90 Error comp. time [mg] 171721 71719 18 171696 171750

Testing set [pcs]:| 8194 Correct 804 8047 22 8001 8069
Learning set [pcs]] 7377 Incorrect 156 150 22 127 195
Testing set [%]: 20 | Measurement time [N8B14996| 2814975 20270 2814545 2815414
28 Learning set [%]: 80 | Error comp. time[mp] 315266 15393 383 314808 315969
Testing set [pcs]:| 16398 Correct 16054 16053 45 15993 16115
Learning set [pcs]] 6557pb Incorrect 339 340 45 268 400
Testing set [%]: 30 | Measurement time [N2B13276| 2406325 22267 2385875 2451989
37 Learning set [%)]: 70 Error comp. time [mg] 460658 59¢12 2715 456464 465264
Testing set [pcs]:| 24590 Correct 24097 24141 129 23889 24275
Learning set [pcs]{ 57378 Incorrect 493 450 129 315 701
Testing set [%]: 40 | Measurement time [&B48918| 1853515 45283 1785811 1912294
46 Learning set [%]: 60 | Error comp. time [mp] 531744 31698 210 531382 531992
Testing set [pcs]:| 32787 Correct 32171 32208 115 31989 32339
Learning set [pcs]] 49181 Incorrect 616 580 115 448 798
Testing set [%]: 50 | Measurement time [N2D21178| 2011238 60962 1923718 2127437
55 Learning set [%)]: 50 Error comp. time [mg] 692070 928694 7216 670985 704032
Testing set [pcs]:| 40984 Correct 39205 39204 53 39114 39286
Learning set [pcs]{ 40984 Incorrect 1779 1781 53 1698 1870
Testing set [%]: 60 | Measurement time [N$B53924| 1353609 7295 1340812 1364484
6:4 Learning set [%]: 40 | Error comp. time [ms] 681420 828624 5910 669453 690281
Testing set [pcs]:| 49180 Correct 45913 45877 213 45594 46284
Learning set [pcs]] 32788 Incorrect 3267 3304 213 2896 3509
Testing set [%]: 70 | Measurement time [M$]40321 740488 1525 737937 742252
73 Learning set [%]: 30 Error comp. time [mg] 569720 69691 2356 564750 572582
Testing set [pcs]:| 57377 Correct 52176 52260 208 51628 52498
Learning set [pcs]] 24591 Incorrect 5201 5118 208 4879 5439
Testing set [%]: 80 | Measurement time [Ns§23717 323724 567 322234 324453
8:2 Learning set [%]: 20 | Error comp. time [mp] 443449 44215 9496 427359 458344
Testing set [pcs]:| 6557¢ Correct 50992 51051 292 49788 51121
Learning set [pcs]] 16394 Incorrect 14582 14524 292 14351 15786
Testing set [%]: 90 | Measurement time [nsy8794 78828 181 78515 79079
91 Learning set [%)]: 10 Error comp. time [mg] 266675 66230 6148 258266 275887
Testing set [pcs]:| 73771 Correct 48259 48519 1575 45460 49989
Learning set [pcs]] 8191 Incorrect 2551 25252 5157 23247 28311

All tests were repeated 20 times. Each series a@esated for a different proportion of division into
the testing set and the learning set (the followpngportions were considered: 1 to 9; 2 to 8; 3;td to
6;5t05;61t04; 7to 3;8to 2; 9to 1). Thisywhwas possible to thoroughly examine the inflcenf the
learning and the testing sets’ size on the clasdibn quality and, above all, on the speed of ratlgm’s
operation and classification error computation.

The Figure 4 presents the comparison of the averalyees obtained for the specific size of the
learning set and the testing set. Additionally, ¢hessification error obtained with the 1-NN metheas
shown, a factor which makes it easier to compagajthality of performed classification. In the figuthe
X axis determines the proportion of the testingsé¢he learning set.

The table 1 presents the results (the average ,valadian, standard deviation, and the minimum
and maximum value) of the bubble algorithm classifor 20 measuring series repeated for nine differ
divisions of theLIVER set into the learning set and the testing set.
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B computation time (set) S computation time (error)  =——error [%] error of 1-NN [%]|

4000000 55,00%

3600000 - r 49.50%
3200000 r 44,00%
2800000 r 38.50%
2400000 r 33.00%

2000000 r27.50%

computation time [ms]
classification error [%)]

1600000 r 22,00%

1200000 r 16.50%
800000 r 11.00%

400000 r 5.50%

0 r 0,00%

1:9 2:8 37 4:6 5:5 6:4 73 8:2 9:1

Fig. 4. The presentation of the average valueR@atgorithm’s operation time, error calculatiamei
and classification error for the LIVER set.

5. DISCUSSION

As can be seen in the Figure 4, in the first fest series for this set the algorithm obtainedtiebe
result of classification than in the case of thassification with the 1-NN method. The 1-NN method
performs classification with the error amounting2t68%; the time required to obtain results witts th
method of classification is 4816.8 s (almost 80ib)mwith the use of the testing computer.

During the first measurement series (the testirigcentained 8196 elements and the testing set
contained 73772 elements), the bubble algorithnaiobd the classification result amounting to 1.94%
(the difference of 0.74% — over 1/4 better). Therage computation time in the learning phase af thi
test series is 3542.6s (59 min) and for the clas¢ibn phase it amounts to 171.8s (2.9 min) -obalt
over 1102.5s (18.4 min) better that the 1-NN metttid is an acceleration of above 22%).

The second series (the testing set contained 16E@98ents and the learning set contained 65575
elements) gave a little worse classification gyatiat is to say 2.11% (it was better than 1-NNveay;
the difference of 0.57 — over 1/5). The time reedito obtain this result amounted to the average of
2815s (46.9 min) for the learning phase and 31&Z& min) for the classification phase. In tothlese
computations took the author 1686.5s (28 min) tesspared to the 1-NN rule. This is an acceleration
35%.

The third series (the testing set contained 24368Mhents and the learning set contained 57378
elements) gave better classification quality tha former series. This result amounted to 2.05%édbe
than 1-NN; the difference of 0.63 — over 1/5). Tearning phase computation time was 2413.2s (40.2
min) and the classification phase computation timas 460.7s (7.7 min). In total, these computations
took the author 1942.8s (32.4 min) less that i @dghe 1-NN rule. This is an acceleration of 40%.

The fourth measurement series (the testing setacwdt 32787 elements and the learning set
contained 49181 elements) turned out to be the besding all discussed series. The obtained
classification results was 1.92% (the differencéa%6% — over 1/4 better). The computation time was
the best as well. The learning phase for this sdasted for the average of 1489s (30.8 min) amed th
classification phase lasted for the average 53B.Bsmin). In total, both phases took the authd@&4s
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(40.6 min) less than computations in the 1-NN meétha difference which gave a considerable
acceleration of over 50%.

The next measurement series gave deterioratesifcdaton results. In the practical application
this increase in incorrect decisions disqualifies mmethod; however, a good classification level dued
considerable acceleration of computations in thet ffew series suggest that maintaining correct
proportions between the testing set and the legre@ may be beneficial. Tests performed with the u
of the remaining sets revealed that the humbebfEots is also important apart from the proportiGns
each case the first few series were the best coimcethe classification quality, although none loérn
obtained the classification quality of the 1-NN huat).

6. SUMMARY

In the article a new method was presented for tmelensation of the reference set, i.e. the bubble
classification algorithm. Its construction was imeg by a clear lack of algorithms which could mgaa
large number of computations performed during thec@ssing of a very large set. This algorithm
obtained a considerable acceleration of computat{6@%) connected with the classification of thrgéda
LIVER set, simultaneously giving minimally bettdassification results.

Efforts should be taken to improve the presentédatisn. Further works are going to be focused on
the optimum division into the learning part and tlesting part so as to obtain the highest possible
acceleration of computations with unchanged or éetdter classification quality.
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