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FEATURE SELECTION FOR BREAST CANCER MALIGNANCY
CLASSIFICATION PROBLEM

The paper provides a preview of some work in pregren the computer system to support breast cancer
diagnosis. Diagnosis approach is based on micreséomages of the FNB (Fine Needle Biopsy) and assume
distinguishing malignant from benign cases. Studmsducted focus on two different problems, thetfaoncern the
extraction of morphometric parameters of nucleispra in cytological images and the other concemtomt breast
cancer nature classification using selected feat8tudies in both areas are conducted in paralés. work is devoted
to the problem of feature selection from the setdefermined features in order to maximize the amurof
classification. Morphometric features are derivadatly from a digital scans of breast fine neduitgpsy slides and are
computed for segmented nuclei. The quality of feagpace is measured with four different clasdificamethods. In
order to illustrate the effectiveness of the apphodhe automatic system of malignancy classificatvas applied on a
set of medical images with promising results.

1. INTRODUCTION

Breast cancer is the most common cancer among wohhenprognosis in breast cancer is strongly
dependent on the disease development before aamyneat is applied so the chance of recovery is a
function of time of the detection of cancer. Modenedicine does not provide one hundred percent
reliable, if possible cheap and at the same tim@ineasive diagnostic methods for the diagnosis of
breast pathology. As a result, in practice the irtgrd function acting in breast cancer diagnosthésso-
called triple-test, which is based on the summadmesults of three medical examinations with defer
degrees of sensitivity and it allows to achievinghhconfidence of diagnosis. The triple-test inésdelf
examination (palpation), mammography or ultrasoaply imaging and fine needle biopsy [15]. Fine
needle biopsy is collecting nucleus material diyefiom tumor for microscopic verification. Nexte
material (collected cells) is examined using micope in order to confirm or exclude the presence of
cancerous cells. The present approach requiresep kieowledge and experience of the cytologist
responsible for diagnosis. In short, some pathstegian diagnose better than others. In order e riiee
decision independent of the arbitrary factor, morpbtric analysis can be applied. Objective analgtis
microscopic images of cells has been a goal of mupahology and cytology since the middle of the
19th century. Early work in this area consistegiaiple manual measurements of cell and nuclear size
Along with the development of advanced vision systeand computer science, quantitative
cytopathology has become a useful method for tibecten of diseases, infections as well as mangroth
disorders. In the literature one can find approadbebreast cancer classification [2, 4, 5, 10,1R,16,

18]. Mentioned approaches are concentrated onifgiagsFNA (Fine Needle Aspiration) or FNB biopsy
slides as benign or malignant.

In this work, we present a method that allows dgtish malignant cells from the benign cells. The
classification of the tumor is based on morphometxamination of cell nuclei. In contrast to norraatl
benign nuclei, which are typically uniform in appeace, cancerous nuclei are characterized by ilaegu
morphology that is reflected in several paramet@@phometric measurements characterizing the size,
cell grouping and color changes within the nuclevén been mainly used for feature extraction. It was
decided not to use shape features because prewaksshowed that shape factors do not have good
discriminative properties [8].

The quality of feature subset is measured usingséteof classifying algorithms. The measure is
based on classification accuracy obtained by lesveut cross-validation. In this work four diffeten
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classification methods was used to rate the featubsets: k-nearest neighbor, naive Bayes classifie
decision trees and classifiers ensemble [1, 9]inbaknto account the fact that exhaustive search of
feature space is generally impractical, sequefdralard selection was applied to add best featuesach
step of the search algorithm.

The paper is divided into three sections. Sectigyives an overview of breast cancer diagnosis
techniques. Section 2 describes the process ofisdiboi of images used to breast cancer diagnosis.
Section 3 deals with feature selection problemti&ea shows the experimental results obtainedgusin
the proposed approach. The last part of the warkides a conclusions and bibliography.

2. ORIGIN AND ACQUISITION OF THE IMAGES

It is necessary to have appropriate amount ofaasé data to test new developed as well as existing
image analysis algorithms. Probably, the most popdatabase of FNB images and nuclei features is
Wisconsin Database of Breast Cancer (WDBC). Howeter quality of images delivered in the set is
unsatisfactory for image analysis methods describebe paper. Because of that we decided to use ou
own data set.

The database contains 500 images of the cytologieaérial obtained by FNB. The material was
collected from 50 patients of outpatient clinic OBIMIED in Zielona Gora. It gives 10 images per case
which was recommended amount by specialists froenRRgional Hospital in Zielona Gora [8]. This
number of images per single case allows corregndisis by a pathologist. The set contains 25 benign
and 25 malignant lesions cases. Biopsy without raspn was performed under the control of
ultrasonograph with a 0.5 mm diameter needle. Ssnieam the material were fixed in spray fixative
(Cellfix of Shandon company) and dyed with hemalioxgnd eosin (h+e). The time between preparation
of smears and their preserving in fixative nevereexied three seconds. The images were recorded by
SONY CDD IRIS color video camera mounted atop anl@XHOT microscope. The slides were
projected into the camera with 10 and %6dbjective and a 2;6 ocular. One image was generated for

enlargement 100 and nine for enlargement 400 Images are BMP files, 78878 pixels, 8

bit/channel RGB (Fig. 1). All cancers were histologically confirmed and altipnts with benign
disease were either biopsied or followed for a year

Fig. 1. FNB microscope images - benign case (lefglignant case(right).
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3. FEATURE SELECTION ALGORITHM

3.1. FEATURES

Analyzing FNB images one might see that benignscaflem to be uniform in appearance. In the
other hand, malignant cells are distinguished byhmhigger diversity in shape and texture. In our
research we have tried to find features best daagrihe differences between two sorts of cells.

Table 1. Features extracted from images.

Feature Description

area the actual number of pixels of the nucleus

perimeter the distance around the boundary of tleéens

eccentricity the ratio of the distance betweenft of the ellipse and its
major axis length

major axis length the length of the major axis loé¢ tellipse that has the same
normalized second central moments as the region

minor axis length the length of the minor axis bé tellipse that has the same
normalized second central moments as the region

luminance gradient sum the sum of luminance graslierthe image of the nucleus

luminance mean the mean of luminance in the imédgeeonucleus

luminance variance the variance of luminance gradim the image of the nucleus

distance from the centroid the Euclidean distaneévben the geometric center of the
nucleus and mean of geometric centers of all theenin the
image

For each cell following features have been extrhcteea, perimeter, eccentricity, major axis length
minor axis length, luminance gradient sum, lumiraneean, luminance variance and distance from the
centroid of all nuclei on the image. Detailed dgs@n of each used feature is delivered in table 1
Features of the nuclei can be extracted from thegarafter the nuclei are correctly segmented. In
parallel to presented studies, research is beingedaout to develop the nuclei segmentation system
using fuzzy clustering with shape constraints,vactiontours and region growing methods [2, 4, 4,17,
14, 17, 19]. The accuracy of the segmentation poabtained in developed approaches is promising,
however current methods are not able handle prhppmrérlapped nuclei [2, 7, 8, 11]. In order to
eliminate such segmentation inaccuracy, it was dietito use during feature selection procedure
reference images that was manually segmentedZ}ig.

Fig. 2. Manually segmented FNB images - benign a#®, malignant case (right).
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Such an approach allows us to carry out featuergeh experiments independent of inaccuracielen t
segmentation process. Of course, works on segnmmtaverlapped cell nuclei are well advanced and
soon results obtained during automatic segmentgtimcedure will be used to select discriminant
features.

3.2.CLASSIFICATION METHODS

A set of 4 different classifiers was used to test ¢ffectiveness of the features in diagnosing new
samples. It was decided to use well known clagdifio algorithms such as k-nearest neighbor (with k
9), naive Bayes classifier (with normal kernel dlsition), decision trees (with GINI criterion) and
classifiers ensemble [1, 9]. The idea behind usingh number of classification techniques was ta@khe
how the method can influence the classificatiorueacy. However, it must be mentioned that ensemble
of classifiers is not a separate classificatiorhmégue and its classification procedure is basedhen
results of others classifiers used in the expertme8imply, the answer of classifiers ensemble is
determined by voting procedure and class that gathajority vote wins and represents the answénef
classifiers ensemble.

Classifiers inputs are formulated as differentistias calculated for features presented in table 1
Each single case is described by a collection mfcgires that store features computed for all nucle
extracted from the image. Statistics such as memudjan and variance were computed for each single
case. All input variables were normalized (scakedjhe range 0 to 1 in order to eliminate the effec
different variable ranges in the Euclidean spadassifiers outputs were declared by fixed labek th
describe the malignant or benign case. In figureainple feature space with 3 input variables is
presented.

+  henign
malignant

D.Bﬁ--""'“.'

distance from centroid (v ariance)

luminance gradient sum (mean)

area (mean)

Fig. 3. Sample feature space.

The prospective accuracy of the resulting clagsifieas tested using the leave-one-out validation
technique. In this approach, M samples are availabl®l partitions are formed by leaving one single
pattern for testing, and using the remainMg- 1 to build the classifier. Th&l performance results
obtained this way is then averaged and gives amraiec and unbiased estimate of the method’'s
prospective accuracy. It is a measure of genetaizaability of classifier (generalization to unsee
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samples). Since the number of samples is relatiselgll, using chosen classification algorithms with
leave-one-out is computationally tractable andvadléor accurate estimation of the error.

4. EXPERIMENTAL RESULTS

In order to illustrate the effectiveness of prombd$eature selection procedure an experimental
results was collected and presented in the taldlsvb The discriminative power of individual feagsr
was estimated with previously indicated classifi@nsl results in form of recognition rates are pneeck
in Table 2. Recognition rate is defined as peramnta successfully recognized cases to the totaloen
of all cases. Images described in section 2 weeed dsiring the experiments but it must be pointed ou
that each image was treated as a separate casmgnition rate computation procedure.

Table 2. Recognition rates for single input variable

Feature Statistics kNN Naive Bayes Decision trees Ense_mble
classifiers
mean 81.9 84.7 82.5 83.9
area variance 86.4 84.4 82.8 86.4
median 84.2 83.3 78.9 84.2
mean 84.4 84.4 81.4 83.6
perimeter variance 83.3 83.3 80.0 83.3
median 81.6 79.9 78.2 81.0
mean 52.5 56.1 50.6 50.0
eccentricity variance 52.8 57.2 54.4 54.7
median 50.8 55.9 52.7 53.1
mean 81.4 83.6 80.3 81.9
major axis length variance 79.7 80.6 77.2 78.9
median 78.2 81.3 75.5 79.2
mean 83.9 83.6 79.4 83.6
minor axis length variance 83.9 83.9 83.6 84.2
median 81.6 82.0 81.5 82.0
luminance gradient mean 67.8 67.5 66.1 69.2
sum variance 54.2 56.4 54.2 56.9
median 54.1 55.2 54.0 55.1
mean 67.8 67.5 66.1 69.2
luminance mean variance 64.1 67.5 61.4 65.8
median 64.1 67.5 61.4 65.8
mean 54.2 56.4 54.2 56.9
luminance variance variance 55.0 54.7 56.4 56.4
median 55.5 54.1 55.9 55.5
mean 78.3 79.4 76.7 76.7
distance from centroid variance 75.3 76.7 70.8 75.0
median 75.0 76..4 69.8 75.4

Table 3. Classification results after feature s@ectbold indicates the best result achieved ferdlassifier).

Input vanab_le_s kNN Naive Bayes Decision trees Ense_mble
feature (statistic) classfiers

area (mean),

area (variance),

perimeter (mean),

luminance gradient sum (mean),
luminance mean (mean),
luminance variance (mean),
major axis length (variance),
minor axis length (variance),
distance from centroid (mean),
distance from centroid (variance).

93.1 91.4 87.8 91.7
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area (mean),

luminance gradient sum (mean),

major axis length (variance), 92.2 91.7 90.6 92.8
distance from centroid (variance),

distance from centroid (mean).

area (mean),

luminance gradient sum (mean),
major axis length (variance),
distance from centroid (variance).

90.0 91.1 91.2 92.8

In order to reduce the dimensionality of featuracgp sequential forward selection was applied.
Ignoring redundant and irrelevant features leadgréat improvement in recognition rates. Taking int
account the fact that different subsets can bengbtior different classifiers, two approaches wagli@d
to forward selection. First consider the same dulisieatures for each classifier and classifierseenble
was used to assess the final quality of subset,s@ednd approach assumes that each classifier has
specific optimal subset of features. The latter rapph allows for a slight improvement in the
classification results. Comparison of best subsétieatures for each specific classification meth®d
presented in Table 3.

The best classification rate (93.33%) was obtaiftgdensemble classifiers using best specific
subset of features for each classifier. The redmgnrate about 93% seems to be very promisingtpki
into account the preliminary nature of conductecestigations.

5. CONCLUSIONS

The main objective of the described work was toetlgy an automatic feature selection system for
breast cancer malignancy classification problentge flesults achieved in the experiments seem to be
very promising. So far inspections of the segmemtedei showed big differences in size and color
between benign and malignant cases. Hence, ther¢hege challenges for the near future. First, the
recognition rate should be improved by adding mawphisticated features not tested during current
investigations. As a second challenge, the propagggioach must be applied for automatically
segmented images. So, previously developed segtmengdgorithms must be extended to deal properly
with overlapped cells. Finally, the whole segmeatatand classification system will be applied for
virtual slides generated by virtual scopes which able to produce images with the resolution of
50000x50000 or even higher [3]. Such huge slidgsire a long analysis, respectively so it will ey
helpful if automatic system can recognize suspeftagiments of the slide and automatically present
them in the first place.
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