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SPEECH NONFLUENCY DETECTION AND CLASSIFICATION BASED ON
LINEAR PREDICTION COEFFICIENTSAND NEURAL NETWORKS

The goal of the paper is to present a speech remdjudetection method based on linear predictiaffictents
obtained by using the covariance method. The agdic “Dabar” was created for research. It impletaethree
different methods of LP with the ability to sendefficients computed by them into the input of KoBometworks.
Neural networks were used to classify utterancesategories of fluent and nonfluent. The first om&s Kohonen
network (SOM), used to reduce LP coefficients repneation of each window, which were used as idat# to SOM
input layer, to a vector of winning neurons of SQMtput layer. Radial Basis Function (RBF) networlsear
networks and Multi-Layer Perceptrons were usedlassifiers. The research was based on 55 fluenplesnand 54
samples with blockades on plosives (p, b, d, ¢)kThe examination was finished with the outcorh@69 classifying.

1. INTRODUCTION

The basic idea of linear prediction is based onfalee that consecutive samples of voice signal do
not change rapidly [4]. The distance between twjoiamhg samples is quite small, thus the next sampl
can be approximated with the previopssamples. This idea is expressed by the followogéon [6]:

1.1.BASIC EQUATION OF LINEAR PREDICTION

() = @, 5(m-K) @

where s(m) denotes am’th value of predicted voice samplgim -)m’th value input voice samplep
- prediction order andr, are obtained coefficients characteristic for agigignal.

When we assume that the signal is a unitary imptieecurrent sample is a linear combination of
previous samples. Minimizing error of sample presticfrom preceding samples and real current sample
is a linear prediction goal.

The application “Dabar” was created to compute @éhl@sear prediction coefficients. It is able to
compute LP coefficients with the use of the Levim&urbin, covariance and Burg methods, saving them
to a file, by sending them into the input of Kohometwork or visualizing them.

Operating on neural networks is necessary for éut@aflections. Some neural networks were
selected and research was based on them.

Kohonen networks are Self-Organizing Maps. Theyehaw given response pattern, so their aim is
to classify patterns without a teacher, e.g. detgctoncentrations. In such networks each neuron is
connected with all the elements of the normalizgulit data vector. In each network learning epocth s
a neuron is chosen from the neurons in the ougy#trlwhose values of weight are nearest to inptat da
elements. Then in the neighbourhood of the winmegron, adaptation with the use of the Kohonen rule
(2) takes place[3].
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1.2. KOHONEN RULE

+) _
w ™ =w® +7{" (a-w") 2)

wherew™ denotes the weight on connection with tfié element in then’th epoch,a is the input data
vector andy, is the neighbourhood coefficient decreasing wiathdistance from the winning neuron.

Fig. 1. Example of Kohonen network.

Multi-Layer Perceptrons (MLP) are one-direction rawetworks with more than one neuron in
each layer and required connections only betweeh eauron from one layer and each neuron from
neighbour layer. Such networks are constructed thighaim of searching the best approximation of any
function. The most common learning method for soetworks is the Back Propagation method. Its goal
is to minimize the mean-square error between tpeerd values and output values of the network by
weight modifications[8].

Fig. 2. Multi-Layer Perceptron network example.

The Radial Basis Function network (RBF) has a stnecsimilar to MLP but only one input, one
hidden and one output layer. Another differencehis activation functions which are radial, mainly
Gaussian functions:
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1.3. GAUSSIAN FUNCTION

la-¢ \2

4 =e? 3)

wherea denotes the input vector, denotes the centre of function aad — dispersion. The weights on

connections between hidden layer and input layecanstant and equal There are a lot of applications
of these networks. They can classify, approximatetions and learning the algorithm is simple [2].

Fig. 3. Radial Basis Function network example.

Linear networks have the simplest structure offedineural networks. They are built on two neuron
layers: input and output. They are fast and theyetgood results for simple dependencies, e.g. white
noise detecting. However, they fail when facing encomplex problems [8].

Fig. 4. Linear network example.

2. METHODOLOGY

2.1. RESEARCH CONCEPT
The aim of the research was to test the possdslitf automatic speech detection in 4sec

utterances. Each utterance, saved image format, was split over non-overlapping windowshwvg12
samples (ca 0.23s). Each window was multiplied layptdfunction in order to improve the precision of
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future computations of the linear prediction cagéints. Another step was to represent each windpw b
15 linear prediction coefficients obtained withe tlise of the covariance method.

The next step was a reduction of these coefficiemtsne number. In such a way, the output of the
reduction from 4sec utterances was a 169-lengttove¢ numbers, where one number represented one
0.23s window. For that purpose, a Kohonen netwaak Wwuild which gets 15 LP coefficients as input
data for each of the 169 windows and returns aixnafr neurons with one winning neuron which
represents that window.

The last step was to establish 169 values of wmmieurons for an utterance as input of neural
network such as the perceptron or Radial Basis ttamcand to obtain information on the output
concerning whether that utterance is fluent or luamit (it has blockades). Three Kohonen networksewe
examined as reductors and ten Radial Basis Functgworks, linear networks and Multi-Layer
Perceptrons were examined as classifiers. Thenadseas finished by determining the best netwogety
to solve that problem.

2.2. MATERIALS AND PROCEDURE

The classification of speech in categories of ftueemd nonfluent was based on three basic blocks:
speech signal acquisition and initial processingna parameterization and classification[5]. dtthe
same process as in speech recognition systems.

In the analysis, four-second utterances were usetwave file format. Eight nonfluent and nine
fluent speakers took part in the experiment. Nanrftuecordings contained blockades on plosives p, b
d, k and g at the beginning of the word. One wonfaur, men and three children — one girl and twoshoy
— were examined. Blockade lengths were betweert@B000 ms.

The fluent recordings contained the same phrastseasonfluent recordings. Four women and five
men participated in this part.

The material was recorded by Creative Wave Studse8) on SoundBlaster card with 22050Hz
frequency on 16-bits for sample. Four-second sasnpége cut out with the same tools.

Each utterance was split into windows with 512 dasypnd multiplied by Hann function[1]:

2.3.HANN FUNCTION

- 05 1-cod -2
w(n) = 05(1 cos{ N _Jj (4)

where N denotes the size of a window, thus it B &mples. This function was selected as a rektheo
analysis of the frequency spectrum obtained froencthmputed linear prediction coefficients. The lssu
of the application of that function were the b#stis, the values of coefficients were the most &teu

In the next stage, 15 linear prediction coefficsewere computed for each window. Then, each 512-
sample window was represented by 15 linear preshatoefficients. The covariance method was used for
these computations|[6].

All the vectors of coefficients were used as ingata vectors for the Kohonen network. The aim
was to reduce each of these vectors possibly tonongber. Three Kohonen networks with quadratic
output layers were used for that purpose. The zé¢kese output layers were: 5x5, 6x6 and 7x7. The
aim was to test the performance of nonfluency dietedependent on the range of representation[7].

The Kohonen networks learnt in 100 epochs. Thehtagr coefficient was set to 1 and the
learning rate was set to 0.1 in each epoch. Incrgdlse number of epochs did not improve the gualit
utterance modelling. The network was initializedformly within a range of 0 to 1. The conclusion of
this observation was that each of the examined ar&svallows to model fluent utterances and to show
the parts with blockades.
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Fig. 5. Nonfluent utterance with marked word witbdkade on start with winning neurons graph for &aén network 5x5.
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Fig. 6. Fluent utterance with the word marked wfit winning neurons graph for Kohonen network 5x5.
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Fig. 7. Nonfluent utterance with the word with thleckade on start marked with the winning neuraagly for Kohonen network 7x7.
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Fig. 8. Fluent utterance with the word marked wfita winning neurons graph for Kohonen network 7x7.

After multiplying each window by Hann function tdotain the winning neurons of the Kohonen
network for each of them, an analysis of recordiwgs performed with help of the author’s applicatio
“Dabar”. The best Kohonen network were selectedttiersake of that analysis and the best classifying
network was chosen with the use of StatisticaCabd Statistica© 7.1 applications.

In the last stage of the speech nonfluency detecitowas examined whether it is possible to
construct a learning neural network, which netwachkieves the best results in nonfluency detectimh a
whether they are satisfactory.

The analysis was performed with the use of Stai€lis 5.5 tool Solver, which allows the user to
test a few network types and at the same time alltwe user to assess the quality of the functions’
decisions concerning the examined nonfluency. Thypes of neural networks were examined: Radial
Basis Function, linear and Multi-Layer PerceptrBach of them had 169 winning neurons as the input
for each utterance.

Independent on network structure, there is oneamean the output layer. Its value, in dependency
of the decision threshold, determines whether ttexance is fluent or nonfluent speech.

3. CLASSIFICATION RESULTS

The results were divided into three parts, depandin the size of the Kohonen network output
layer. Each of the two charts (1. and 2, 3. ansl 4nd 6.) contains a list of the tested networkh their
structure characteristics and fluency/nonfluendgcteon correctness percentage.

Table 1. Chart of the best classifying networksWaming neurons taken from Kohonen network 5x5.

No. Type Error Hidden Learning Performance
layer size algorithm
1 MLP 0.189 53 BP50,CG10b 1
2 MLP 0.184 53 BP50,CG12b 0.9629
3 MLP 0.194 35 BP50,CG17b 0.9629
4 MLP 0.214 11 BP50,CG50b 0.9629
5 MLP 0.219 3 BP50,CG52b 0.9629
6 RBF 0.267 4 KM,KN,PI 0.8888
7 RBF 0.285 8 KM,KN,PI 0.8888
8 RBF 0.268 2 KM,KN,PI 0.8888
9 RBF 0.454 1 KM,KN,PI 0.8518
10 Linear 0.369 - Pl 0.8148
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The learning algorithm provides information coneegnthe way the network was trained. BP50
means that the network was trained with the Baap&ygation for 50 epochs. CG10b means that the
conjugate gradient algorithm was used for 10 epodfld means K-Means algorithm, KN — K-Nearest
neighbour and Pl — Pseudo-Invert algorithm.

In the chart below the statistics of classificatiware gathered. The utterances were divided into
three groups: training, verification and test. Eagloup was examined separately and each group
contained about a half of fluent utterances andl ¢fahonfluent ones. The best networks in each type
were examined. The percentage was obtained byiuliyithe correctly classified utterances by all the
utterances in a subgroup.

Table 2. Classification quality chart for the bestwork of each type among the best classifying ngts/for the winning neurons taken
from Kohonen network 5x5 (F — fluent, N — nonfluetterances).

Training Verification Test
F N F N F N
All 28 27 14 13 13 14
Correctly classified (MLP) 28 27 14 13 10 11
Incorrectly classified (MLP) 0 0 0 0 3 3
Unknown (MLP) 0 0 0 0 0 0
Correctly classified (RBF) 26 26 13 11 11 12
Incorrectly classified (RBF) 2 1 1 2 2 2
Unknown (RBF) 0 0 0 0 0 0
Correctly classified (linear) 28 27 11 11 9 9
Incorrectly classified (linear) 0 0 3 2 4 5
Unknown (linear) 0 0 0 0 0 0
Correctness (MLP) 100,00%  100,00% | 100,00% @ 100,00% 76,92% 78,57%
Correctness (RBF) 92,86% 96,30% 92,86% 84,62% 84,62 85,71%
Correctness (linear) 100,00% 100,00%  78,57% 84,62%69,23% 64,29%

Table 3. Chart of the best classifying networkstfier winning neurons taken from Kohonen network 6x6.

No. Type Error Hidden Learning Performance
layer size algorithm

1 MLP 0.356 7 BP50,CG56b 0.8518
2 MLP 0.316 35 BP50,CG12b 0.8518
3 RBF 0.339 4 KM,KN,PI 0.8518
4 MLP 0.321 53 BP50,CG11b 0.8518
5 RBF 0.566 1 KM,KN,PI 0.8148
6 RBF 0.334 2 KM,KN,PI 0.8148
7 RBF 0.337 3 KM,KN,PI 0.8148
8 MLP 0.365 1 BP50,CG51b 0.7777
9 MLP 0.358 5 BP50,CG50b 0.7777
10 Linear 2.357 - Pl 0.5555
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Table 4. Classification quality chart for the bestwork of each type among the best classifying ngts/for the winning neurons taken
from Kohonen network 6x6 (F — fluent, N — nonfluetterances).

Training Verification Test
F N F N F N
All 28 27 14 13 13 14
Correctly classified (MLP) 28 27 12 11 11 12
Incorrectly classified (MLP) 0 0 2 2 2 2
Unknown (MLP) 0 0 0 0 0 0
Correctly classified (RBF) 26 24 12 11 12 14
Incorrectly classified (RBF) 2 3 2 2 1 0
Unknown (RBF) 0 0 0 0 0 0
Correctly classified (linear) 28 27
Incorrectly classified (linear) 0 0 8 4 4 8
Unknown (linear) 0 0 0 0 0 0
Correctness (MLP) 100,00% | 100,00% | 85,71% 84,62% 84,62% 85,71%
Correctness (RBF) 92,86% 88,89% 85,71% 84,629092,31%  100,00%
Correctness (linear) 100,00%  100,00% 42,86% 69,23%69,23% 42,86%

Table 5. Chart of the best classifying networkstfigr winning neurons taken from Kohonen network 7x7.

No. Type Error Hidden Learning Performance
layer size algorithm

1 MLP 0.393 1 BP50,CG52b 0.8518
2 MLP 0.379 35 BP50,CG7b 0.8518
3 MLP 0.402 53 BP40b 0.8148
4 MLP 0.379 35 BP50,CG6b 0.8148
5 MLP 0.369 35 BP23b 0.8148
6 MLP 0.382 35 BP50,CG4b 0.7777
7 MLP 0.401 35 BP23b 0.7777
8 RBF 0.447 2 KM,KN,PI 0.6666

9 RBF 0.437 1 KM,KN,PI 0.6666

10 Linear 0.588 - PI 0.6296

Table 6. Classification quality chart for the bestwork of each type among the best classifying agts/for the winning neurons taken
from Kohonen network 7x7 (F — fluent, N — nonfluetierances).

Training Verification Test
F N F N F N
All 28 27 14 13 13 14
Correctly classified (MLP) 28 27 11 12 13 12
Incorrectly classified (MLP) 0 0 3 1 0 2
Unknown (MLP) 0 0 0 0 0 0
Correctly classified (RBF) 21 19 9 9 8 9
Incorrectly classified (RBF) 7 8 5 4 5 5
Unknown (RBF) 0 0 0 0 0 0
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Training Verification Test
Correctly classified (linear) 28 27 8 9 11 10
Incorrectly classified (linear) 0 0 6 4 2 4
Unknown (linear) 0 0 0 0 0 0
Correctness (MLP) 100,00% | 100,00% 78,57% 92,31% 100,00% 85,71%
Correctness (RBF) 75,00% 70,37% 64,29% 69,23% 64,54 64,29%
Correctness (linear) 100,00%  100,00% 57,14% 69,23%84,62% 71,43%

CONCLUSIONS

The aim of the described analysis was to examingthven it is possible to detect speech nonfluency
detection with the use of neural networks with dinprediction coefficients as an input.

The results of the analysis can lead to the commiubat such detection is possible and satisfactor
and its precision is more than 76%. The secondlasion is that the best reductor of the input data
dimension is the Kohonen network with a 5x5 outlayer. Input data are vectors of linear prediction
coefficients for non-overlapping windows of signéhe verification results with increasing the sif¢he
Kohonen network for any network which detects nagrficy are worse. It must be mentioned that in tests
larger Kohonen networks with Multi-Layer Percept@assifier detect nonfluency better than thosé wit
5x5 Kohonen network, although the training andfieaiion were worse.

It must also be stated that the best classifyingomk to detect speech nonfluency with the winning
neuron base obtained from the Kohonen network hadviulti-Layer Perceptron. Radial Basis Function
networks give quite good results, especially instésr smaller Kohonen networks. Linear networksave
the worst in that examination.
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