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APPLICATION OF LOCAL BIDIRECTIONAL LANGUAGE MODEL TO
ERROR CORRECTION IN POLISH MEDICAL SPEECH RECOGNITION

In the paper, the method of short word deletiorsrcorrection in automatic speech recognitioneiscdbed.
Short word deletion errors appear to be a freqeerdr type in Polish speech recognition. The predospeech
recognition process consists of two stages. Affiteestage the utterance is recognized by a ty@ipaech recognizer
based on forward bigram language model. At the rebcstage the word sequence recognized by the diesge
recognizer is analyzed and such pairs of adjacentisvin the recognized sequence are localized,hndrie likely to be
separated by a short word like conjunction or ps@mm. The probability of short word appearanceamtext of found
words is evaluated using centered trigrams andvisackbigram language model for short words prongefetion. The
set of probabilistic language properties used toecd deletions is called here Local Bidirectiohahguage Model (in
contrast to purely forward or backward model usggictlly in speech recognition). The decision obrshword
insertion is based on comparison of deletion eprobability of the first stage recognizer and theeprobability of
the decision based only on centered trigrams aicvead model. Despite its simplicity, the methadved to be
effective in correcting deletion errors of mostgiuently appearing Polish prepositions. The methed tested in
application to medical spoken reports recognitiwhere the overall short word deletion error rates waduced by
almost 45%.

1. INTRODUCTION

Automatic speech recognition (ASR) has proved tageful technology increasing the comfort of
medical information systems usage. Although resesrspeech recognition continues, since earlyesxt
of XX-th century, the recognition accuracy problesstill an issue. The speech recognition of Poissh
particularly difficult in comparison to English die reach inflexion of the language and loose oafer
words in grammatically correct sentences [9]. Isecaf application to medical information system$RAS
can be often tailored to relatively narrow and #petanguage domains like diagnostic image remorti
for determined imaging modalities, specific arefslectronic patient record etc. Restricting toaaraw
language domain results in reducing the size of disionary what significantly simplifies speech
recognition. What is even more important, typicatdical domain specific language contains many
typical and frequently repeated phrases or subphlr@gord sequences). In result, the language pétyle
[2] is reduced. It has been experimentally showjBjrthat word error rate (WER) in ASR almost linga
depends on the perplexity. For this reason, regchoteptable WER for medical Polish speech at the
level of 8-12% is feasible, even with limited traig [6, 7].

The errors made by speech recognizer can be adstgnearious categories. Some of them are
especially annoying to the end user because thegaapepeatedly and seem to be quite trivial toectr
One typical kind of such errors consists in errarsedeletion oshort words(SW). Short word deletion
(SWD) error most frequently occurs if the word dstssjust of single phoneme and a) preceding word
ends with acoustically similar phoneme or b) thatngord begins with such a phoneme. The SW
occurrence where the word is likely to be deletdtbe calleddeleting contextsExamples of such word
sequences in Polish ane:wyniku(in resul), z zebranych bada(of collected examinations), w prawym
ptucu (in right lung. Our experiments with hidden Markov model speestognizer revealed strong
tendency to merge the short word with its successpredecessor, resulting in SWD error.

The most deletion prone parts of speech are cotjurscand prepositions. In case of domain
specific medical texts corpora, the frequency afrsprepositions is relatively high. In Polish large
two most frequently occurring prepositions that prene to deletion are (corresponding to Englisin)
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andz (corresponding to Englishith, from, out of depending on the context). Table 1 shows theivelat
frequency of their occurrence in deleting contemtfive domain specific medical language corpora: X
ray radiography reporting (XR), computed tomografldy), magnetic resonance (MRI), ultrasonography
(USG), general medicine texts (GM), patient recetdments (PR). Expected SWD error rate was
calculated with the assumption that the average JWibability in deleting context is 0.5. Such error
rate was observed fov/z preposition in uncorrected ASR of medical texts.

Table 1. Short prepositions occurrence statisticsélected domains of medical language.

Domain | Corpug Dictionary | Number of | Number of| Number of | Expectedwv/z
size size words in wi/z w/zin deletion
[MB] [words] corpus preposition deleting error rate
occurrences  contexts [%]

XR 3.7 6814 360076 25750 11463 1.59
CT 7.8 17481 818471 52188 24201 1.48
MRI 10.8 18357 1093134 64604 27773 1.27
USG 10.0 7263 1067547 92047 42054 1.97
GM 80.5 13075 8512143 591203 291926 1.71
PR 12.6 28052 1301503 67864 32778 1.26

The relative frequency aiv/z preposition occurrence in deleting contexts is al8%. With the
average SW deletion probability in deleting cont@X it introduces the overall deletion error rat8%.
With the overall error rate close to 8%, short wdedetion errors constitute 20% of all errors. Redg
the rate of this kind of error would observably none the overall ASR accuracy for analyzed areas of
medical speech.

In most of ARS toolkits based on HMM paradigm teadency to false merge of adjacent words
can be to some extend controlled by artificial lzage model parameter - penalty for word insertin [
8]. Decreasing the penalty for word insertion letmthe tendency to words over-segmentation. Sgttin
high penalty value on the other hand causes taadjacent words are often replaced by longer word
pronounced similarly or — as in the case beingidemnsd in this work — that short word is deleteclat
Unfortunately, setting optimal penalty, that minmes the overall WER does not minimize SWD error
rate. Therefore, another technique is require@daoice this specific type of error.

It can be observed in analyzed corpora of mededktthat there are many words that in most cases
are preceded by the one of short prepositions evth#é successors of the prepositions are not sifispe
It leads to the conclusion that predicting the pegfion occurrence preceding its successor candre m
accurate that predicting preposition that succemusther word. In other words: backward bigram
language model seems to be more effective tharfaiveard model. The problem of boosting ASR
accuracy by improvements in language models iscéflyi approached by tuning the language model
smoothing method [3] or by applying forward langeiagodel in the first stage of ASR which results in
selecting many recognition hypotheses and then dplyeng backward language model to select or
modify the hypotheses found at the first stage Y8hen applied to medical domains listed in Table 1,
these methods also increased the overall ASR angusat SWD error rate remained still relativelgini

In this paper a novel two-stage method is propo&ethe first stage the utterance is recognized by
typical ASR recognizer based on forward languagelehoAt the second (correction) stage, specific
correction rules are applied locally to characterisagments of recognized text, where the proligiof
short preposition is high. In result, missing pr&pons are inserted. Experiments conducted with
samples of speech form medical language domaingexhthat overall WER is observably decreased by
the correction stage.

2. PROBLEM STATEMENT

Let us consider two-stage speech recognizer. Afiteestage the typical speech recognifeis
applied which takes as an input the sequence afséicoobservation® and produces the sequence of
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recognized wordd/ = (w,,w,,..w, .) Each word in actually spoken phrase comes from finite

dictionary D. The recognizer utilizes the forward bigram larggianodel and the acoustic model. The
recognition procedure is assumed to be erroneoes,the recognized sequence of words does not
necessary correspond to actual spoken phrase. Wevko consider here only SWD errors. Deletion of
long words, substitution and insertion errors avé bieing considered here. The short words subgect t
erroneous deletion constitute the subséll D. The remaining words not subject to deletion erneill
constitute the set =D\ o . Typically, words ins are prepositions and conjunctions. Only very sreetl

of words exhibit strong tendency to deletion du@adoustic similarity to trailing/beginning fragmeruf
adjacent words, se usually contains just a few words. We additionalbgume that words from the set

do not appear in the spoken phrase one after anotewords fronwy are always separated by words
belonging tol. Let

V =(v,V,,..v,), v,OD (1)

denotes the actually spoken word sequence. Thé tdsspoken phrase recognition is the word segeenc
that can be shorter. For the notation simplicityassume here that the length of recognized sequetice
be equal to the actual sequence length but wantibduce the empty wore The deletion error consists
hence by replacing the actual short werdy the empty word. If the count of short words in the
sequencéd is k then the lengtim of the recognized sequence is not less than

The deletion errors at various positions in thekgpophrase are assumed to be dependant only or

the surrounding words. The deletion probabilftye (v;,v,;,V,,; in)the context of surrounding words is
assumed to be known as a specific property of Stegge the recognizé.

Poe (ViuVig, Vi) = P(W(V) =€ Vig, Vi), Vi OO, ViV, 04, (2

In practice, estimating of this probability indiwvally for all triples of words(v,,v,,v,, )is
difficult or infeasible. Therefore words from thétibnary subsek, which define the deletion context,
can be assigned to subsets and deletion probebitiin be estimated rather for groups than fovikhakl
context words. Details of grouping will be discuss® the next section.

Because the only possible recognizer error congistshort word deletion, the actually spoken
phrase is the one that belongs to the word sequsataefined by the pattern:

(X Wy, Xy, W, Xy, X, W) (3)

Xi in the pattern represents one of words from the §§ ¢} if both wi., andw; do not belong t@ and
juste if at least one ofvi.; andw; belongs tas.

Our aim is to select the word sequence form thelsined by the pattern (1) which most likely is
the actually spoken phrase. It corresponds to tioserof short words on certain positions of the
recognized sequenfe,,w,,..w, . )This correction is expected to decrease wordrerate of the
recognizer. The correction procedure will be based.ocal not smoothed BiDirectional Language
Model (LBLM for short). LBLM consists of two parts: thetsof backward bigramprobability estimates
and the set atentered trigranprobability estimates.

The backward bigram probability is the estimatedditoonal probability p(w,_, | w, )of preceding
word wi.; occurrence conditioned on the succeeding wardy centered trigram probability we mean
here the conditional probabilityp(w; |w,_w,, df the wordw; occurrence in two sided context of

adjacent words/_,,w,,,. The forward bigram language model is not usethecorrection stage because

it is already exploited at the first stage. We tiadl language model used at this stiagal because only
such probabilities need to be represented in LBLIMcv are related to elements®ofin case of bigrams

we only needp(w,_, |w, )for w_ 0o and for centered trigrams only sugiiw, |w,_w,_,, ane required,
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wherew, Jo . Backward bigrams and centered trigrams can biéy eadculated using sufficiently large
corpus of domain specific texts.

3. APPLICATION OF LOCAL LANGUAGE MODEL
TO SWD ERROR CORRECTION

The speech recognition procedure proposed herastomnd two stages. At the first stage a typical
ASR recognizer based on forward bigram languageeiedapplied. The typical approach applied at this
stage is described in many fundamental articles koouks on ASR, e.g. in [4]. The recognized word
sequence is then passed through the correctiorgwoe aimed on short word deletion error elimirratio
Because typical approach is applied on the fiaest we describe here only the correction procedure
More detailed description of ASR procedure appéethe first stage can be found in [6].

3.1.LOCAL SWD CORRECTION RULE

In order to find the most likely sequence matchihg pattern (3), sources of errors should be
considered. The errors can appear only at suchigsiof symbols in (3) that can be substituted by the
symbols frome, i.e. that are surrounded by wordg, andw; that are elements @f The correction will
consist in possible insertion of the short wordhat corresponding position. According to the asdionp
on independency of deletion errors, each localeotion can be considered independently.

Consider the subsequeneg, X,w. where X, Do [0{¢ Jandw,_;,w. JA . The correction consists in
selecting a word which substitut¥s from its domain i.e. from the set J{&}. We can leave the first

stage recognizer decision) (or insert a word from the set The decision should be made so as to
minimize the probability of error. If we trugt recognizer and decide not to insert any word ftbenset
o then the probability of error at this position dancalculated as:

Pey (Wi, Wiyy) = Z Poe (W, Wiy, Vi ) P(W Wy, Wiy ) 4)
wlo

The probabilitiesp(w|w._w.,, )are elements of LBLMp,.(w,w._,w,, gre estimated properties

of the first stage recognizé¥. Note that according to the assumption that tHg paossible errors are
SWD, the summation in (4) is done only over thenaets ofs; the case of does not have to be taken
into account.

Alternately, the recognizeP can discredited as not sufficiently reliable ahd insertion decision
can be made merely using LBLM. In order to minimihe error probability, such wordv[(Jo (0{e }

should be selected that maximizes the trigram gotibap(w|w_,,w,,) . The conditional SWD error
probability for this context is:

PeLm :1_vﬂrgg-{)€(}(p(wlvvi—1’vvi+1)- 5)

The obvious correction rule for substitution6fin the contextw,_,w,_, is:

Tt Pey (Wi, Wy ) < Pepy (Wisgs Wiy )

X, =€
el se
X, = argmaxp(w|w,_w,,,)
wloOf £}

The complete two-stage ASR algorithm can be fortedlas follows:
apply the recognizer ¥ to the acoustic observations O
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et WO)=W=(W,,,...W,);
for each pair of adjacent words in Wsuch that w_,w OA:
T Pey Wiy, Wiat) > Py (Wig, Wias)

insert the word w =argmaxp(w|w,_w,) between w_,w.
wloOf £}

3.2.PRACTICAL ISSUES

The first practical question that needs to be arisgavhen applying proposed method in practice
is which words from the language dictionary shdugdassigned to the set of short wosd$Ve observed
that words consisting of more than two phonemeséir phonetic translation are very rarely subject
deletion errors. The practical recommendation erdfore to restric set to words which phonetic
translation is not longer than two phonemes. We alsserved that the words consisting just of single
phone corresponding to fricative consonast( h, ch,)fare most frequently deleted by ASR recognizer.
In our works aimed on domain specific medical sheezognition we found that the most frequently
occurring short words of this type are Polish psgpansw (in) andz (from). Detailed analysis of domain
specific text corpora will be given in the next th&w. Finally, the setr consists just of these two
prepositions.

The next problem is how to estimate the probaeditused in the formula (4). Probabilities
Poe (W, W,_;,W,,) characterize the recognizéf tendency to delete wond in the contextv_,,w,,. In

practical applications where the dictionary sizefishe order of a few thousands, the number déiht
context reaches millions and individual estimatioh contextual deletion probability is infeasible.
Contexts can be however merged in groups, whergap@onetic similarities, the deletion probability
can be assumed similar. The context words candiggd according to the phone directly adjacenhéo t
short wordw. The following situations can be distinguished:

» A -trailing/leading phone of the context wordhetsame as directly adjacent phonejin

* B - adjacent phone in context word is a vowel,

* C - adjacent phone in context word is a fricatisasonant,

* D - adjacent phone in context word is non-fricattemsonant,

» E - adjacent word in silence (beginning or enchefphrase).

Equivalence classes of two-sided contexts basedoambinations of left and right contexts are
presented in Table 2. The numbers in cells of db&tdefine context groups. Observe that grouprbis
disjoint with remaining groups. If the context falim the phrase being corrected belongs to thes das
and to any other one then class 1 should be usexdsk of limited amount of training data the gsoagn
be further merged.

Table 2. Context classes based on phonetic simélsiif adjacent phones (columns represent lefiectdmows represent right context).

A B C D E
A 1 2 2 2 1
B 2 3 4 3 3
C 2 4 5 5 5
D 2 3 5 6 6
E 1 3 5 6 X

The most accurate method fpse estimation for contexts in 6 distinguished clasiset extract
utterances containing member occurrences in each of seven distinguisiess contexts form the
training set used to build acoustic model for aa&pe. The deletion probabilities can be then esgchay
recognizing held-out utterances with the model tedaising remaining elements of the training see T
method is however ineffective if limited amounttiining utterances is available.
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Alternately, the method can be proposed which tiseshidden Markov model as a generator of
artificial utterances. The training of the acoustiodel consists in estimating parameters (statesitian
probabilities, observation emission probabilitytdimsition function parameters) of the hidden Markov
model of individual phonemes. In order to simulspeken utterance, which phonetic translation islkno
the utterance model is constructed by concatenatiodels of subsequent phonemes. Then the model is
randomly run started from its initial state. Thedabtraverses from state to state until the terhstade is
reached. The observations emitted when entering eantting state constitute the observation segeienc
of the simulated utterance. The procedure of adifutterance simulation is described in detail7h In
this way, practically unlimited set of testing uéteces can be gathered without engaging a human
speaker. For each context class and for each etevhennecessary number of artificial utterances can be
created. The utterances are then recognized hnetognizer?, the frequency of deletions is counted and
finally maximum likelihood estimation gipe can be calculated. The simulated subphrase ale@ssts
of wordsw,_;,w,,, A andwUo. If the recognizer incorrectly recognizes contexrds from the set

then the recognition is not taken into account tlwedrandom creation of artificial utterance is rpé.
The last element needed to evaluaie andpg v according to (4) and (5) is the centered trigram
conditional probabilityp(w|w._,,w,,). Because we consider here only cases wheseeither element of

o or the empty word, then the maximum likelihood estimate for it candalculated as:
C(Wi_y, W, W)
2 C(W 1,V W) + C(We g, W)

vio

I_D(Wl \Ni—l’vvi+1) = (6)

where c(w_;, w,w,, Xenotes the count of trigram_,, w,w,,, occurrences and(w,_,w,, is the count
of bigram w,_;,w,,, occurrences in the text corpus used to build LBUMhe number of trigram and

bigram occurrences used in denominator of (6) tdarge enough to reliably estimate the probabthiy
backing-off technique is applied [1, 3]. AccordittgKatz recommendation [1], the minimal number of n
gram occurrences used in estimation language nmuadékbilities is less than certain numimer(Katz
suggestsn=5) , then lower leve(n-1)}-grams should be used. In our case we are consigeigrams and
bigrams based omw,_,,w,_,. If ZC(V\Ii_l,V,V\Ii+1)+C(V\Ii_1,VVi+1) is less tharmm then right context bigrams

Vo

are used, i.ep(w|w_;,w,,) is approximated as:

- _ o(w, Wiy )
p(Wl \Ni—l’vvi+1) p(Wl VVi+1) C(V\/i+l) : (7)

If the count of w,,w,, bigram occurrences is also not sufficient, i.e. toaditional probability

cannot be estimated accurately then the correctitenis not applied and the primary recognition¥6f
remains uncorrected. Only the right context infaiorais used here because left context was already
exploited by the first stage recognizébased on the forward language model.

4. EXPERIMENTS

The performance of the correction method describetlis article was test using domain specific
language models related to typical areas of medegabdrting, where ASR application is justifiabler f
diagnostic imaging in CT MRI, X-Ray, USG and MRIdafor patient record related to medical history
and treatment. The characteristics of domain carpged to create language models and testingmets f
these domains are presented in Table 1 in thedntton.

The testing sets were created by recording of aqumitely 10 minutes of speech for each of tested
domains by each of speaker participating in an ex@at. Only such test utterances were selected fro
the domain specific corpora, which contain at least occurrence of SW. The test utterances extracte
from the domain text corpora were recorded by trspeakers: two males and one female. Speaker
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dependent acoustic models were used in the expatimibe models were created individually for each
speaker with approximately 20 minutes of speechthBanguage models and acoustic models were
created using HTK toolkit [8]. The decoder desdalibe[5] was used as the first stage recognizee. Sét

of short words subject to corrections was limitest to two Polish preposition @ndz). This restriction

is motivated by our observation in practical apien of ASR to domains of medical language, where
these prepositions exhibited most strong tendeac$WD errors. The deletion probability of the first
stage recognizemp (W, w._,w,, Was estimated using the set of recorded testamites created by

selecting occurrences of and z in phrases found in domain corpora. Due to thatdédhamount of
recorded utterances only three categories of deletntexts were distinguished. They were obtalmed
merging groups defined in Table 2. The groworresponds to sum of classes 1 and 2 (the S\jasent
to the same phoneme that constitutes SW), gibugp a sum of classes 4 and 5 (at least one frigativ
consonant phoneme is adjacent to SW), grbupcorresponds to all remaining classes. The deletion
probabilites for both S W prepositions were esteda as: py(WY(SW)=¢]|l)= 085,
Poe (W(SW) =¢|1l) = 035 and pye (W(SW) =& Ill') = 015.

The aim of the experiment was to evaluate the ivelaBWD error reduction resulting from

application of the correction stage. The metho@daifeness can be measured by the gain fagtor
calculated as:

q=—< A ®)

where npy is the count of SWD errors introduced by the fesige recognizemc, is the number of
correctly inserted short words at the correcticaagstandng is the number of false insertions (i.e. the
short word was inserted between words, where dgtidre were no element afor incorrect word was
inserted at the place of missing one). The residlexperiments are presented in Table 3. Dataee it
SWD error frequencies are averaged over all speagarticipating in the experiment. It should be
stressed that absolute SWD error rate obtainedhenekperiment is much higher than in the case of
practical ASR application in corresponding domadirns because the utterances were selected so as t
obtain sufficient number of SW occurrences assurgtigble estimation of SWD error rates. In restig
frequency of SW occurrence was much higher in ¢lseget in comparison to the original domain corpus
specified in Table 1.

Table 3. SWD error reduction rate for selected domaf medical speech.

Domain| Number | Number of Uncorrected case Corrected case Gain
of words | w/zwords (after 1st stage) (after 2nd stage) | factor
inthe | inthe test| Nymber of| SWD error] Number | SWD error| @
test set set SWD rate [%] | of SWD | rate [%)]
errors errors?

XR 1473 205 117 7.94 61 4.14 0.48

CT 1264 179 97 7.67 51 4.03 0.47

MRI 1320 180 95 7.19 58 4.39 0.39

USG 1477 195 110 7.44 53 3.59 0.52

GM 1363 212 127 9.31 73 5.36 0.43

PR 1248 181 85 4.69 51 4.09 0.40
Avg: 8145 1152 631 7.74 347 4.26 0.45

2 The error rate specified here includes false tiweerrors
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5. CONCLUSIONS

The SWD error correction method proposed in thilarobservably decreased deletion error rate
in applications of ASR in specific areas of medispbken language. The correction procedure utilizes
centered trigrams and backward bigram model inrai@dind potential deletions of short prepositions
Despite the simplicity of method based merely amgleage model properties, the relative reduction of
SWD errors is in the range 40-50% depending orahguage domain. It is probably caused by the fact
that in domain languages being considered herappearance of short words is specific for two-sided
contexts, which is not exploited by typical speeehognizer based on the forward bigram language
model. The preposition occurrences can be alserbetedicted with its right context than with thet|
one. Therefore backward language model is effedtifieding short preposition deletions.

The proposed method is based merely on languageepies contained in LBLM. The acoustic
evidence is not used by the correction proceduh® performance of the correction stage could be
probably improved by rescoring the utterance fragieemprising context words with the recognizet tha
uses both LBLM and the acoustic observations. Wener complicates the correction procedure logic
and may slow down the recognition process sigmitiga
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