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STABILITY OF GENE SELECTION METHODS FOR MULTICLASS
CLSSIFICATION

A big problem in applying DNA microarrays for cl#&sation is dimension of the dataset. Recentlypreposed
a gene selection method based on Partial Leastr&(RLS) for searching best genes for classifioaflhe new idea
is to use PLS not only as multiclass approachtdgbnstruct more binary selections that use omsugerest and one
versus one approaches. Ranked gene lists are lirgiiéible in the sense, that a small change ofitie set often leads
to big change of the obtained ordered list. In #ritcle, we take a look at the assessment oflgjabf our approaches.
We compare the variability of the obtained ordelists from proposed methods with well known Reoteskeature
Elimination (RFE) method and classical t-test mdth®his paper focuses on effective identificatidnirdormative
genes. As a result, a new strategy to find smédlssuof significant genes is designed. Our resitseal cancer data
show that our approach has very high accuracyfoatdifferent combinations of classification metisogiving in the
same time very stable feature rankings.

1. BACKGROUND

A big problem in applying microarrays in classificm problem is dimension of this data [12].
Traditional statistical methodology for classificat does not work well when there are more varsble
than samples. Thus, methods able to cope with igite dimensionality of the data are needed. In this
paper we describe multiclass classification andedision reduction which are intrinsically more ditfit
than binary ones [15]. The gene selection forctassifier is a very important problem. Over thstgaw
years many algorithms were proposed to resolveptimblem. However, most of the studies are designed
to binary dimension reduction problems and onlgwa involve multiclass cases. The optimal selectibn
informative genes for multiclass analysis is still open problem. Recently we proposed a gene select
method [14] based on Partial Least Squares (PLE) [lhen we compare the results with Recursive
Feature Elimination (RFE) method [10] and the atadd-statistic.

The standard way to use PLS algorithm is only forashsion reduction, not for selecting significant
features. Here, we use this method for searchisgdenes for classification. The new idea is toRIs®
not only as multiclass approach, but to construotenrbinary selections that use one versus rest YOVR
and one versus one (OvO) methods.

An important aspect of features selection methedke stability of obtained ordered lists [3], [12]
In this paper by stability, we mean the invaridapibf the ranked lists obtained with the same mejHtmit
with a little bit modified dataset. Hence, the testability is used in different sense that in dleas
system theory. The problem of gene lists stabifityery important for the confirmation of the olntad
lists with biological methods and for the cliniegdplicability of molecular markers. For example lamg
genes lists, the investigators will test only thestnmportant genes, in this case the top-rankedge

2. FEATURE SELECTION

In this section we describe our approach to sefecmost significant genes for our dataset. Partial
least squares (PLS) is known method for dimensextuction [13], but the standard way to use this
algorithm is only for dimension reduction and nat $electing significant genes.

In contrast to dimensionality reduction techniqlige those based on projection (e.g. principal
component analysis) or compression (e.g. usingnmtion theory), feature selection techniques do no
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alter the original representation of the variablest merely select a subset of them. Since we need
method for selecting genes for classification, waglify the PLS method. In this article we use théghve
vector obtained from PLS method to find genes difé¢rentiate cancer types.

PLS aims at finding uncorrelated linear transfororet of the original input features which have
high covariance with the response features. Baseth@se latent components, PLS predicts response
features, the task of regression, and reconstmiginal dataset matrix, the task of data modeligthe
same time. For dataset matrk of sizel x p with | probes andp genes we denote tHhe1 vector of

response valuey. In the PLS the components i =1,...,g are constructed to maximize the objective
criterion based on the sample covariance betwgemnd linear combination of genes (PLS components)
t = Xw. We search sequentially the weight veatoto satisfy the following criterion

W, =argmaxcov Kw y (1)

whw=1

subject to the orthogonality constraint
w S,w;, =0
1<i< J (2)
S=XX

To derive the components, (i =1,...,q), the PLS decomposeX and y to produce a bilinear
representation of the data

— T T T
X =tw, +t,w, +..+t,w, +te

3)

—_ T T T
y=tv, +tyv, +. .+t +f

where v is weight vector for matrixy and e, f are residuals. The idea of PLS is to estimate
and v by a regression. The PLS fits a sequence of latimodels by least squares. At every step
(i=1,...,q) the vectorw, is estimated to obtain the PLS component thatnieeamal sample covariance
with the response variable/. Each component; is uncorrelated with all previously constructed
components. The first PLS componéntis obtained on a basis of the covariance betw¥e@and y.
Componentt, (i=2,...,q), is computed using the residuals Xf and y from the previous step, which
account for the variations left by the previous poments. Maximal number of componemtss equal to

the rank of X .

There are two main PLS algorithms described imditee: NIPALS algorithm [9] and SIMPLS
algorithm [4]. In contrast with weight vectonv obtained from very popular NIPALS algorithm, the
weight vectorr in SIMPLS algorithm is calculated directly forrX without deflation. De Jong [4]
showed that we can calculate the weightdirectly from the NIPALS algorithm

r=w(pw)™ 4)

where:
p - are the loadings,
w, - are the weights vector for i-th component.

In this paper, we use the weights vectofrom SIMPLS algorithms to determine our ranked. lis
To test the optimal number of components we usg tr first weights vector and the multiplicatioh o
weights vectors from first 3, 5 and 10 components.
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In our approach the sorted presents the genes ranking and the "best geneg'the biggest
absolute value in this vector. Firgt genes with the highest value in the weights veaterselected for
classifier. The standard way to use PLS is mulkglapproach, is to search the best direction for
maximize the covariance between responses witltlaises and linear combination of genes. For
multiclass problem the known methods are basedheidiea of selecting genes to distinguish all €ass
The new idea is to use PLS not only as multiclggsaach, but to construct a set of two-class selest
that use one versus rest (OvR) and one versus@vi@)(methods. For each two-class selections "best
genes" are selected and one ranked genes lishsraoted as follows: genes with the highest wisigh
all binary selections have place at the top ofliste then genes with the second highest weigind, s
on. We must underline, that for two-class selections is coded as a vector vathel for first class and

-1 for second class. For multiclass approaclis matrix with N rows. In each row class label equals to

row number has valug and -1 otherwise. For our needs we introduce the notd®b8+MCLASS for
multiclass feature selection approach and similatl+OvO, PLS+OvVR for binary approaches.

3. ANALYSIS METHODS

It is shown that bootstrap methodology [5], [6] @svbetter performance than cross-validation and
resubstitution for relatively small sample micr@ariclassification [2]. In this paper we use theabakd
bootstrap to reduce error variance and bias ovebdtiotstrap method. The 0.632+ bootstrap estinistor
used for an accuracy of the classifier calculate®0D resampling iterations of all stages of thessilfger
construction (i.e. gene preselection, gene selecral classifier learning) were performed. We gateer
the 500 bootstrap sample only ones for all testethads to reduce the variability of the randondrat
in the tests results of different methods and patars. The distribution of the misclassificationera
obtained during all bootstrap runs was used tanegé the 95% confidence interval. The accuracyef t
classifier and the confidence interval were cal@daip to 30 genes.

3.1. STABILITY OF ORDERED GENE LISTS

The stability of obtained gene list in the meanaigimilarity between lists from the same experitnen
but slightly changed data set. To show the distdveteveen different gene selection methods we use
method based on bootstrap resampling. This apprisachsed on the comparison of sets consisting of a
fixed number of topg genes. In our framework we consider the listwith first g top-genes obtained
from whole dataset and lists,;b=1,2,... B obtained from everyb of B bootstrap iterations. The

relative s score is introduced to estimate the similaritynsesin all lists:

b 7= BO(g+1)/2
where:
r, - is the ranking (placement in the list) of fria gene in the list.

I, - is the ranking of thgth gene in the list,, .
The ranking for the gene that is out lbf is set tog+1. The value of functiors is scaled to the

interval <0,1> and the higher value indicates better stabilitplofained genes list. In this approach we
don't ignore the rank of the selected genes withenconsidered subset.

To visualize the stability of ordered gene lists plat the boxplots of rank for each gene in the lis
L against ranks in all bootstrap iteration lidgts b=1,2,... ,B. The limit to determine which points are
extreme we set to the rank out of thegenes list.

Another indicator used to estimate the stabilityobfained gene list we use the number of genes
that were selected at least one time in all bampssamples. The best value gs and the worst is
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Max(G,Bg)where G is the number of all genes. This approach is etpuahe number of genes with
non-zero score in the Bootstrap Based Feature RgQiBBFR) (described in the next section).

3.2.BOOTSTRAP BASED FEATURE RANKING

Bootstrap can be used not only for estimating au@cy our classifier with appropriate confidence
intervals. We also apply Bootstrap Based FeatumkiRg (BBFR) [8] method that use the information
collected during bootstrapping. In this approachuse the information collected during bootstrapelas
validation step of the classifier.

Let the data containsn instances (observations). One instance is a vedt@ features (gene
expression values) with a corresponding class lalmefind the optimal size for the feature set west
g feature set),,Q,,....Q, of sizesl, 2, ...,g respectively. In general, selected sets may netlap,

but in most commonly used feature selection methbdsed on feature ranking or backward/forward
searching, feature subsets satisfy the relation

Q,00Q,0..0Q,. (6)

Let r; be a number of subse€3,i =1,2,...g obtained inb-th bootstrap iteration where the gene
] belongs to. For gene selection methods satisfgtegion (6) we have

0, =91y +1, (7)

The BBFR scor), of the featurej is defined as a sum af; over all bootstrap runs

B
Q =20, (8)
b=1

The maximum possible value of tiig; score isBg. It means that one gene were top-ranked in all
B bootstrap iterations. The scof@ takes into account the rankingof j-th gene in allB bootstrap
iterations. The modified BBFR sco@, takes into account only the presence of the ggne the lists
L,;b=12,... B:

B
Q =>4, (9)
b=1
whereq, =1 if jOL, andg, =0 otherwise. The maximum possible value of @fescore isB.

4. RESULTS AND DISCUSSION

We chose public available multiclass microarray l®MNataset for our experiments. This dataset is
the published by [1]. It consists of 254 samplegl &(fubtypes of lung carcinomas and normal samples.
Samples was normalized by RMA and GA annotation&kch sample has 8359 genes expression levels
after re-annotation. The data is available at::Httvw.broadinstitute.org/mpr/lung/.

Numerical experiment include classification meth@gd¥M OvO, SVM OvR, MSVM, and LDA).

We demonstrate the usefulness of the proposed nhathgy to select significant genes with PLS. All
approaches: PLS+OvO, PLS+OvR and PLS+MSVM was deatel compared with RFE method and
classical t-test (both implementation as OvO andROv As we said before for each approaches we
executed 500 bootstrap iteration.
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In every case we perform gene selection using L& grocedure choosing 30 best genes according
to approaches PLS+OvO, PLS+OvVR and PLS+MCLASS. A€an see in the Tab.1 very good accuracy
rate and stability index we obtain for the PLS+Ogéhe selection method. Our methods, especially
PLS+OvVR perform comparably well accuracy rate tcERRethod, but looking at stability index and
number of reselected genes outperform significatatlpther methods( Fig.1). We must underline, that
RFE method need to select at least 471 genes laidstrap iteration.

Table 1 The bootstrap based classification accesastability index and number of reselected gena#l bootstrap samples based on all

tested gene selection methods, on the LUNG daf@setnumber of selected genes is set to 30, togeftietheir bootstrap based standard
deviations. The number of reselected genes isuimea$ non zero bootstrap-based feature ranked &BISR).

Classification method

Selection method stability reselected SVM OvO ~ SVM OvR MSVM LDA

index genes acc acc acc acc
OvO 1comp. 0.69 81 0.956+0.0280.945+0.043 0.951+0.036 0.956+0.025

OvR 1comp. 0.74 77 0.955%0.031 0.945+0.04  0.947+0.044 0.965+0.029

MCLASS 1 comp. 0.79 69 0.927+0.0460.882+0.069 0.891+0.079 0.894+0.046
OvO 5comp. 0.51 182  0.955+0.0340.928+0.067 0.944+0.045 0.965+0.034
SIMPLS OvR 5comp. 0.61 171  0.959+0.033 0.946+0.04  0.952+0.034 0.966+0.029
MCLASS 5 comp. 0.58 100 0.955+0.036 0.944+0.04  0.948+0.036 0.916+0.045
OvO 10 comp. 0.43 211  0.953+0.0360.926+0.077 0.941+0.044 0.945+0.036
OvR 10 comp. 0.49 225  0.957+0.0340.944+0.055 0.95+0.042  0.961+0.03
MCLASS 10 comp. 0.47 132 0.957+0.0330.948+0.037 0.949+0.037 0.941+0.047

RFE OovO 0.36 471  0.961+0.031 0.95%0.036 0.96+0.036 0.976+0.028
OvVR 0.23 763 0.966+0.03 0.962+0.031 0.965+0.028 0.965+0.029
T.TEST OovO 0.02 331 0.956+0.037 0.935+0.054 0.95+0.039 0.951+0.036
OVR 0.44 629 0.942+0.041 0.925+0.052 0.934+0.045 0.851+0.061
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Fig.1. Stability index (bar chart) and accuracylafsification (dot chart) with the 95% confidemurval of the LDA classifier on the
tested features selection methods.
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Fig.2. Accuracy of classification obtained by swssiee gene set reduction, selected with all feature
selection methods of the LDA classifier.

Fig.2 shows comparison of different gene selectieathods for the LDA classifier. In most cases
30 genes is sufficient enough for obtain maximurtueacy rate. Fig.3 shows results of bootstrap-based
future ranking where every selected gene revives point in every bootstrap iteration. Our gene
selection methods based on PLS outperform the atiehods. There are more genes selected in each
bootstrap samples and there are smaller numbes getected at least one time in comparison to RFE
and t-test.
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Fig.3. Results of bootstrap-based feature ranking @BEvery dot represents one gene.
The comparison of rank boxplots in the bootstrapas against rank in the original dataset on
two gene selection methods PLS+OvR and RFE +OvOfgrite instability of genes ranking obtained

with RFE method. As we can see there are a loteldcted genes (obtained from whole dataset) not
included in the bootstrap based gene lists.
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Gene ranking in the bootstrap data sets on PLS+0vR method Sene ranking in the bootstrap data sets on RFE+OvO method
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Fig.4. Comparison of rank boxplots in the bootssamples against rank in the original data setvongenes selection methods PLS+OvVR
(left) and RFE+OVO (right).

In this paper we described a new PLS-based methgéléct significant genes. PLS method with
OvVR approach for gene selection brings the besiltee$or all tested methods, when we take into
consideration classification accuracy and stabibfyobtained gene list. For this dataset it is more
effective to solve a multiclass gene selectionfditts1g it into a set of two-class problems andrgeethe
results in one gene list. The stability of geneestgdn methods should be investigated as an immiorta
part of genomic analyses, because some gene saleatithods show high gene lists variability.
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