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COMBINING CLASSIFIERS — CONCEPT AND APPLICATIONS

Problem of pattern recognition is accompanying @drole life, therefore methods of automatic pattern
recognition is one of the main trend in Artificiakelligence. Multiple classifier systems (MCSsg aurrently the focus
of intense research. In this conceptual approdehntain effort is concentrated on combining knogtedf the set of

individual classifiers. Proposed work presents iaflsurvey of the main issues connected with MC&d provides
comparative analysis of some classifier fusion imes$h

1. INTRODUCTION

The aim of a recognition task is to classify a giwbject by assigning it (on the basis of observing
the features) to the one of the predefined categdif]. Some of recognition methods are built om th
basis of strong mathematical background, like podiséic classifiers, but others based on intuition

There are many propositions how to automate thesifieation process. We could use number of
classifiers for each task [4], like classifier peted in Fig. 1.
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Fig. 1. Different classifiers for a toy classifimat problem.

According ,no free lunch theorem” there are noiragle solution which could solve all problems,
but classifiers have different domains of competdi@®]. It is worth noting that a chosen classifieuld
make mistakes because of:

» its model does not fit to the real target concepd.(model is simplified because of costs),
* learning set is limited,

* learning set is unrepresentative or includes errors
Fortunately we are not doomed to failure becausellysfor each classification task we could use

many classifiers. We could choose the best oneherbasis of evaluation process or use all available

classifiers. Let’'s note that usually an incompegearea, i.e. subset of feature space where allichdil
classifiers make wrong decision is very small whahown in Fig. 2.
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Fig. 2. Decision areas of 3 different classifieysd toy problem.

In many review articles multiple classifier systeflBCSs) have been mentioned as one of the most
promising in the field of pattern recognition [13h this conceptual approach, the main effort is
concentrated on combining knowledge of the seflerhentary classifiers [5, 37]. The main motivations
of using MCSs are as follows:

» for small sample MCSs could avoid selection ofwhuest classifier [21];

» there are many evidences that classifiers combimatan improve the performance of the best
individual ones and it can exploit unique classifigengths [8, 10, 28, 31];

» additionally combined classifier could be used istributed environment, especially in the case
that database is partitioned from privacy reasahiareach node of computer network only final
decision could be available.

Let us observe that designing a MCS is similar ésigh of a classical pattern recognition [11]
application what is shown in Fig.3. Design a typickssifier is aimed to select the best — the most
valuable features and choose the best classificatiethod from the set of available ones. Desigthef
classifier ensemble is similar — it is aimed toateea set of complementary/diverse classifiersigbesf
fuser is aimed to create a mechanism that can gxp® complementary/diversity of classifiers form
ensemble and combine them optimally.
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feature = classifer = evaluation ensemble — fuser = evaluation

Fig. 3. Comparison of classical pattern recognitigstem design and MCS design.

There are a number of important issues while bugdihe MCSs, which could be grouped into the
following issues:
» topology of the MCs,
» classifier ensemble design,
o fuser design.
Most of the combining classifiers based on paraiglology, which has good methodological
background [20]. In this paper we will focus on tremnaining problems.

2. ENSEMBLE DESIGN

One of the most important issue while building MS€$ow to select classifiers in way which
make the quality of ensemble better then qualitthefbest individual one. Combining similar classg
should not contribute much to the system being tcocted, apart from increasing the computational
complexity, therefore it is important to select coitiee members with possibly different componeAts.
ideal ensemble consists of classifiers with higltusacy and high diversity [23], i.e. mutually
complementary, what is shown in the left picturé-igf.4.
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Fig. 4. Pools of classifiers with high diversitythlifferent qualities.

One of current research is trying to answer thestipre how to measure the diversity. Proposed
methods exploit several types of diversity measwbih, for example, can be used to minimize the
possibility of coincidental failure by differentadsifiers in the ensemble [18]. A strategy for gatieg
the ensemble members must seek to improve the éteserdiversity. To enforce classifier diversity we
could use varying components of the MCS:

» different input data, e.g. we could use differeattppons of data set or generate various data sets
by data splitting, cross-validated committee, baggiboosting [20], because we hope that
classifiers trained on different inputs are compgatary;

» classifiers with different outputs, i.e. each indual classifier could be trained to recognize stibs
of predefined classes only (e.g. binary classiiene class against rest ones strategy) and fusior
method should recover the whole set of classes.wWi&leknown technique is Error-Correcting
Output Codes [6];

» classifiers with the same input and output, buté&d on the basis of different models or model’s
versions.

3. FUSER DESIGN

Another important issue is a choice of a collectileeision making method. The first group of
methods includes algorithms for classifier fusidritee level of their responses [19, 26]. Initiabply
majority voting schemes were implemented, but ierlavorks more advanced methods were proposed.

Many known conclusions regarding classificationlgquaf MCSs have been derived analytically,
but are typically valid only under strong resticts, such as particular cases of the majority yste
[12] and Fig.5 where dependencies between numbgrdependent individual classifiers and quality of
committee based on majority voting rule is depigtemt make convenient assumptions, such as the
assumption that the classifier committee is fornfieein independent classifiers. Unfortunately, such
assumptions and restrictions are mostly of a theatecharacter, and not useful in practice.

For this kind of fusion the Oracle classifier isiay used as reference combination method. Many
works consider the quality of the Oracle as thetlwhthe quality of different fusion methods [30]he
Oracle is an abstract fusion model, where if astl@me of the classifiers recognizes an objectectsy,
then the committee of classifiers points at theairclass too. The Oracle is usually used in coatpe
experiments to show the limits of classifier comegtquality [26].
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Fig. 5. Dependencies between number of individleasifiers (denoted &3 and quality of ensembles using majority votinkgru

Let us focus on the following problem where we hdwee independent classifiers of different
quality. Let us assume that the first classifieingahe highest classification accuraky; (P, denotes

accuracy of the second individual classifier aRg of the third one respectively). For the purpose of
convenience we introduce following notations:

012 = I:)c,l - I:)c,2 andJy3 = I:)c,l - Pc,3, (1)
then
Poo =FR1-01p and R, 3 = F.1 — 013. )

Using presented notations we can derive formulapfobability of making correct decision that
characterize voting committee:

P(®)= Pc,l(Pc,l - J12)(|:’c,1 - 0y3)+ Pc,l(Pc,l - 0,1 Peat O3)+
+ I:)c,l(:l-_ Pt 012)(Pc1 - 013)+ (1_ I:)c,l)(Pc,l - 012)(Pc,1 - 013)'

It is clear that making use of the committee cdimgisof three components with different qualities
is advantage only if it outperforms the best otisnponent, i.e.

3)

P,<P@) (4)
what means:
O< _2(P0,1)3 +2(15+ 0y, + 013)(Pc1)2 = 2(05 + 013+ 015013 _1)(Pc,1) +01,073. (5)

Figure 6. presents graphical interpretation of ritlation (5) for selected values &f;. It means

that it is worthy to combine classifiers only ifl@#ference among their quality is relatively smétlhas to

be noticed that the higher probability of misclésation of the best classifier the smaller quality
difference should be in order to get effective cdttem that outperforms their components. Some
additional information about voting classifier giyatan be found in [1, 18-23].
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Fig. 6. Correct classification probability of MSC. difference of correct classification probabilitief its components. Subsequent plots
relate to different probability of correct classition of the best classifier in the committee.aAvader curved line marlks, and g5 for
which committee outperforms the best of its compbne
The formal model of fusion based on classifier ceses is as follows. Let us assume that we have
n classifiers LP(l), LP(Z), LIJ(”) and each of them decides if a given object belorngs

clastiOM ={1,...,M}. The decision rule of combining classif ¥ is as follows:

n
W(W(l), ...,W(”)):argmaijM Zd(j, LP(I))\N(I)LIJ(I), (6)
=1
where W(') is the weight assigned to théh classifier and
N (O

Let us note that weights used in (6) play the kag-in establishing the quality (¥. There is
much research dedicated to weight configurationg, i@ [12, 20] authors proposed to train a fuser.
Weights could be dependent on: (1) classifier,c(@%sifier and class number, (3 features, classiied
class. The only model based (partial) on the ditssl which could achieve better results than thac(@
is a classifier which returns decisions on the $asiclass labels given by set of n individual sifisrs
and feature vector values [14, 20, 24, 25].

Let us consider an alternative model for the cams$ion of a combining classifier, one that
performs classifier fusion on the basis of the rilismants of individual classifiers. The main forof
discriminants are posterior probability estimatdygically associated with probabilistic modelstbé
pattern recognition task [7], but it could be givfen e.g. by the output of neural networks or thany
other function whose values are used to estabilisldécision of the classifier.

One concept is known as the Borda count. Suchifitadsased on this concept makes decision by
giving each class support corresponding to thetiposin the ranking.

To see how this method works let us consider theviing example:
» 5 class decision problem is given with the followlass labels {A,B,C,D,E},
» apool of 3 classifiers in our disposal,
* agiven object belongs to class A.
For a given object the ranked outputs of the irdiial classifiers is given and presented in Tab.1.
Let us compute ranks for all classes:
rank for class A 4+4+4=12, rank for class B 5+1+b=hnk for class C 1+5+1=7
rank for class D 2+3+3=8, rank for class E = 3+2+2=7
Let us note that Oracle and other voting methods ardy the most ranked class and they decide that
given object belongs to class B.
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Table 1. Ranks for the exemplary problem.

rank rank
classifier 1 classifier 2 classifier 3 value
B C B 5
A A A 4
E D D 3
D E E 2
C B C 1

The aggregating methods, which do not require iegrperform fusion with the help of simple
operators, such as the maximum, minimum, averagproduct are typically relevant only in specific,
clearly defined conditions [9, 17]. Weighting medlscare an alternative and the selection of weilghssa
similar importance as in the case of weighted \¢p}8].

The formal model of fusion based on discriminastas follows. Let us assume that we have each

classifier makes a decision on the basis of thaesabf discriminants. LeF {)(i, x) denotes a function

that is assigned to clas$or a given value ok, and which is used by theh classifierw('). A common
classifier W(x) is described as follows [16]

W(x)=i if If(i,x):maxlf(k,x),Wherelf(i,x):zn:w(')F(')(i,x)ancZn:w('):l_ ®)
kM =1 i=1

Let us consider the possibilities of weight dependmn: (1) classifier, (2) classifier and feature
vector, (3) classifier and class number, (4) cfagsiclass number, and feature vector. If we adeisthe
two class recognition problem only for the last teases where weights are dependent on classifier an
class number it is possible to produce ensemblelwtwuld achieve quality equal or better than @racl
one [34]. But when we take into consideration ntbeetwo class problem we could see that it is fdessi
in all aforementioned cases get results better theacle one. Weights independent frontould be
assigned to linear separated problem, in otherscaseshould use weights depended on classifiess cla
number, and feature vector values. More details illustrative example of the features of weighted
voting using weights dependent classifier and atagsbers could be found in [32, 33].

Let us focus on the problem of establishing weiglgisendent on classifier and class number only.
For the case where weights are additionally depgtnole feature values mentioned weights are funstion
Their estimation is more complicated and could neglisome prior knowledge about them in the form of
additional constrains and assumptions. This observdrives us to the problem of function estimatio

For the case where weights dependent on classifidrclass number an ensemble learning task
leads to the problem how to establish the followragtorW [36]

Wzl_\/\/(l),W(Z),...,W(n)] (9)
which consists of weights assigned to each classafid each class number
w) = W), wh(2),...,wh(m)|" (10)

We could formulate the following optimization prelt. The weights should be established in such
way to maximize the accuracy probability of fuser:

dW) =1-PR,W), (11)

where P,(W)is frequency of misclassification.

In order to solve the aforementioned optimizatiask{ we could use one of a variety of widely used
algorithms like genetic algorithms or neural netkgof24, 25, 33, 34]. Neural networks can be used to
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model complex relationships between inputs and wst@nd to solve optimization problems. In
experiments we present in the next section we ddcid use one layer neural network which model is
presented in Fig. 7.

l) —> n
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Fig. 7. One layer neural network as a fuser whsdsuveights depend on classifiers and class numbers

4. EXPERIMENTAL INVESTIGATION

The aim of the experiments is to evaluate the perdnce of fuser based on weights dependent on
classifier and class number.

The experiment was carried out in Matlab environmesing PRTools toolbox [27] and our own
software. For the purpose of this experiment, theeee five neural networks prepared that could be
treated as individual classifiers. They were slighindertrained (the training process was stoppety e
for each classifier) to ensure their diversity. Tetails of used neural nets are as follows:

* Five neurons in the hidden layer,

» sigmoidal transfer function,

* back propagation learning algorithm,

* number of neurons in last layer equals numberasgsds of given experiment.

Additionally the qualities of the classifiers memted above, were compared with the abstract
fusion model Oracle classifier, which is usuallydisn comparative experiments to show the limits of
classifier committee quality. To evaluate the expent we used two databases from UCI Machine
Learning Repository [2]:

» Breast Cancer Wisconsitataset (2 classes, 10 attributes, 699 examplas)obtained from the
University of Wisconsin Hospitals, Madison and s 10 cellular characteristic for two
classes: malignant and benign.

* Haberman's Survivadlataset (2 classes, 3 attributes, 306 instanceighwontains cases from a
study that was conducted between 1958 and 19t@dtniversity of Chicago's Billings Hospital
on the survival of patients who had undergone syripe breast cancer.

For trained fuser realized according the idea degien Fig.7 number of iterations to train was
fixed t01500. For each database the experimentre@sated ten times with different epoch of leagnin
for NN. For each obtained fuser its quality wasleated using 10-fold cross validation method. Thstb
results obtained in those experiments are presentEd). 8 with additional information about thesudt
obtained by the Oracle classifier and the majordte.
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Fig. 8. Classification errors of majority vote (mQ@racle classifier (oracle) and trained fuserizedl as one-layer neural network (nn-fuser)
for 2 benchmark datasets.

The results presented in Fig. 5 prove that proposedial model is very efficient tools for solving
optimization problems. As stated before, when wisiglepend on the classifier and the class nunthaer, i
possible to achieve results that are better tharOifacle classifier. We should always remember ttieat
tool that was used in our experiments are someHaeklboxes and only appropriate settings of all the
parameters can give the best results. Unfortupatels not possible to determine values of wesgint
the analytical way, therefore using heuristic mdtof optimization seems to be a promising research
direction.

5. CONCLUSION

There is no single ensemble design algorithm cerfugle that is universally better than others. All
of the aforementioned ideas have been shown toffeetiee on a wide range of real world and
benchmark datasets.

Some methods of classifier fusion were presentdtispaper. For all of them typical topologies,
ensemble and fuser design methods were descriloedhé& last topic the limit of different approaches
based on weighted voting was shown. According ree flunch theorem and presented results of
experiments, there is no single ensemble desigoritigh or fuser rule that is universally betterrtha
others.
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