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APPLICATION OF IMAGE REGISTRATION TECHNIQUESIN DYNAMIC
MAGNETIC RESONANCE IMAGING OF BREAST

Dynamic contrast-enhanced magnetic resonance ipd@@E-MRI) is a relatively new, promising technéqu
for breast cancer diagnostics. A few series of esagf the same body region are rapidly acquiredrbetiuring and
after injection of paramagnetic contrast agentpBRgation of the contrast agent causes modificatfdWiR signal over
time. Its analysis provides information on tissuegerties, including tumour status, that is notilalde with the
regular MRI. Unintentional patient’s movements dgrithe examination result with incorrect alignmenit the
consecutive image series. Their analysis is th#fitualt, inaccurate or even impossible. The purpokghis work is to
design a registration scheme that could be appbedolve the problem in a routine manner, in steshd@ospital
conditions. The proposed registration frameworkmnposed of B-spline transformation, mean squaresienand
LBFGSB optimizer, is able to produce satisfact@yults within reasonable time.

1. INTRODUCTION

Breast cancer is a vital social problem in mostntoes of the world. World Health Organization
reports thatoreast cancer is the leading cancer killer among women aged 20-59 years in high-income
countries [1]. Thanks to development of mammography and sdtnagraphy (USG), breast cancer
mortality has been greatly reduced. It has beewegaran recent years that breast dynamic contrast-
enhanced magnetic resonance imaging (DCE-MRI) sféeiperior sensitivity [2,3], though is not free
from some limitations (including high cost). DuriagDCE-MRI session, a few series of images of the
same body region are rapidly acquired before, duaind after injection of paramagnetic contrast agen
(usually Gd-DTPA). Propagation of the contrast agauses modification of MR (Magnetic Resonance)
signal over time. Its analysis provides information tissue properties, including tumour status,
unavailable with the regular MRI.

A patient is expected to remain motionlessly ingid&anner during the whole session. For some of
them can it be hard due to uncomfortable positidaustrophobia or other factors. Unintentional
movements result with breast deformation and ngealients between consecutive sequences of images
Cancer diagnostics either looses accuracy or bezavaste. Repetition of the whole imaging session is
time-consuming, expensive, not always possible does not guarantee a success. The most rationa
solution is thus to perform image registration @chare. It is intended to find a geometrical
transformation that relates corresponding pointsoih images.

The purpose of the presented work is to desigre amd test a registration scheme that could be
successfully used in a routine manner, with notagbvperfect data acquired in a hospital. It habeo
fully automatic, reliable and accurate enoughslaliso desirable to run fast enough not only oerg v
high performance machine, but also a typical dgskG.
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2. MATERIALS AND METHODS

2.1.IMAGE DATA

The data collection currently available for thehaus consists of more than 100 DCE-MRI breast
examinations. The main (dynamic) part of every imggsession consists of six consecutive image
sequences showing the same body fragment. Eaclerssgjeonsists of about sixty T1 FATSAT axial
slices. Their size is 512 by 512 pixels. Everyssli€ timestamped. An example fragment of a daiaset
shown in Fig. 1. A vast majority of the images &fpctly aligned (thanks to patient’s positionirygtem
inside the scanner) and does not need any regstrabut a few percent of the datasets may be
problematic.

340

Fig. 1. Selected slices from threé'(2" and &") image sequences from a single imaging session.

The whole registration task can be decomposedfiméosubtasks. The first sequence is usually
treated as a fixed image. Sequences 2nd to 6Gtineated as moving images and are registered tirghe
one. All the final images are then composed im@w DICOM dataset. The timing information and other
study details need to be preserved in order toyaaahe DCE-MRI data.

2.2. REGISTRATION ALGORITHMS

A rich variety of image registration techniquesisrently known [4-8]. Most of them are general-
purpose algorithms, used not only in medical imggiiny registration procedure can be decomposed
into the following building blocks:

¢ geometrical transformation,
¢ similarity measure (optimisation criterion),
¢ optimisation routine,
¢ interpolator.
They need to be properly elected, according tgihen registration problem.

In the presented task, subtle local deformations @xpected, rather than large rotations,

translations, scaling or shearing distortions.als been shown that deformable transform using pliBes
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[9] representation is appropriate for breast imeggstration [10,11]. B-spline is a parametric @iof
degreen, composed of basis B-splines of degnee

m-n-2

S(t) = ZP, B (), t Ot ) 1)

tj values are knots:
= "m-1 (2)

andP; are control points.

A coarse grid of nodes is associated with an im&gmwing deformations of the node points,
a deformation vector for any image point can be tt@lculated, using B-spline interpolation. Actyal
additional 3 nodes are required as a finite suppegion for the B-spline computation. For examjate,
order to create a 3D 5x5x5 grid of nodes withiniamage, 8x8x8 grid needs to be created. The
transformation is then described by 1536 paraméBpmarameters per node in a 3D grid) that areeto b
found.

Image registration is an optimization problem, tsig inecessary to implement a metric, to measure
how well images are matched, according to curnamtsformation parameters. If it is possible to teca
some corresponding points in the two images, then of distances between them is to be minimized.
Either artificial markers or natural structures denused. In the presented application, this agproa
useless due to nature of tissue and its deformatinecessary to use a similarity measuredpatates
directly on image data. In case of multi-modaligistration (where correspondence between greyevel
in both images is not evident), mutual informatioay be employed:

H(X,Y)=H(X)-H(X1Y) 3

H denotes entropy and, Y are images that are treated as random variabksous methods of images'
mutual information evaluation [4] are commonly apg! This option has to be considered, becausé pixe
intensities change during the session, accordingptwentration of the contrast agent. In the presen
solution, implementation proposed by Mates [11] Ieesn tested.

On the other hand, if intensity changes are ndgggithen simple mean squares metric may be
adequate [12]:

MS(X,Y)=

whereX; andY; are pixel intensities onth position in images, composedMpixels.

The interpolator evaluates intensity values at god-positions of the moving image. Linear
interpolation has been implemented.

The optimization process is done with LBFGSB [18joaithm in the presented system. It is
a general-purpose optimizer, commonly used for daronstrained problems with a large or a very large
number of parameters.

The final, usually performed step, is a transfororatof the moving image, using the final
parameters. The moving image is resampled usiegiimterpolation and saved in the fixed image spac

The software has been implemented in C++ langu@gaC(compiler), using ITK library [12] for
image processing. Multithreading features, desdrib&ater, are based on Boost library
(http://www.boost.org/).
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3. RESULTS

) b

Fig. 2. Difference images (pixel-wise squared défee between corresponding slices); number ohbpixels corresponds to
misregistration level; a) before the registratiopafter the registration.

Fig. 2a presents pixel-wise squared difference detwcorresponding images from two sequences
in one of the problematic sessions. The patiehifs is well visible (bright pixels). Fig. 2b preses the
same slices after the registration process. Difisgdbetween the images is greatly reduced. The\asthi
accuracy was good enough to perform further analyse

Splines of order 3 have been used in all the exparis. Mean squares metric was used as the
similarity measure. The grid size was between 4Hhdodes in one dimension within the image. Using
more grid nodes results with better registratioocuaacy, for the price of considerably longer conmput
time. This relation is illustrated by Fig. 3. Acaay is measured by number of dark pixels in the
difference image. Using a 5-node B-spline grid, ringistration time was between 1 and 3 hours per on
image pair, depending on misregistration extentiarabe properties (Intel™ Core® i5 M520, 2.4 GHz
computer; registration performed in a single thjeddhe five registration subtasks can be performed
either sequentially or in parallel threads (implated with Boost.Thread library). The real compuatati
time in these two schemes is presented in Fig. 4.

The registration has been performed also using ahutéormation. The achieved accuracy was not
superior to the one using mean square metric. dhgpating time for a single image pair was about 5
hours for the grid size of 5, and 7.5 hours fordhd size of 7. In this case it is problematiaegister all
the five images in parallel threads on a single @R, to high memory requirements (about 4GB of RAM
per single image pair registration).

=& Registration ac- =*=Computing time
curacy [no. of [hours]
dark pixels in dif-
ference image]

6,70E+06 6
6,65E+06
6,60E+06

6,55E+06

Registration accuracy
Computing time [hours]

6,50E+06

6,45E+06 0
0 1 2 3 4 5 6 7 8 9 10

Grid size

Fig. 3. Registration accuracy and computing timewggrid size.
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Computing time [hours]

4 -
Single thread 5 threads

Fig. 4. Computation time of five registration sutks performed sequentially in a single thread qurarallel, using multiple threads
on a quad-core processor (Intel™ Core® i5 M520,GH#) computer.

4. DISCUSSION

The registration process was successful using bmitual information and mean squares metric,
despite the fact that some pixel intensities vamyrd) the session. Mutual information estimatiomisch
more computationally and memory intensive, but dat provide superior results in the examined
datasets.

According to the presence of bright pixels in F2f, the registration is not perfect. However, the
resulting misregistration regards mainly the lasgale movements related to heartbeat and breating
do not need to be corrected in this applicatiorePintensity change due to contrast agent acsalso
reflected.

The next problem is to set the optimal grid sizeBespline transformations. Adding more nodes
results with better accuracy but costs more pracgdsme. It is necessary to find a trade-off bedwe
required accuracy and acceptable computing timeo#ling to Fig. 3, increasing the grid size over
5 nodes is in most cases unprofitable. Increadingpito about 10 nodes may be necessary only for
especially complicated cases, with misregistratesulting from multiple movements. Processing time
can be greatly reduced by limiting registrationgass to the region of interest only, but it has¢o
manually selected by a doctor. Among other aspdogsoptimizer's stop criterion (gradient tolergnce
should be considered. Registration accuracy islasted by the fact that usually voxel size alangxis
is considerably larger than xy plane and intensity approximation is needed. T ap, the accuracy in
the region of interest of most of the tested imagas satisfactory and made performing of the désire
DCE-MRI analyses possible.

The major part of ITK [12] image registration prdoees is executed in a single thread. Most of
modern PCs have at least two CPU cores. Whilshglesitask consists of five independent image pairs
registrations, it is reasonable to run them in lpglran five threads. The time gain is presentedrig. 4.
Multithreading usage on a quad-core processor édisced the computing time by more than 50%. It
makes both the accuracy and the computing timepéaiole for the hospital the example data comes
from, considering that not more than a few breadSEEMRI examination are performed per week.

Selection of datasets that do need to be registeratso a problematic task. Except for evident
cases, it is not trivial to distinguish between afighments that are acceptable or should be cededn
authors' opinion, it is reasonable to perform astegtion process on all datasets. If images at&liy
properly registered, then the optimisation proceduelatively quickly converges to the identity
transform.
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5. CONCLUSION

DCE-MRI examination procedure is quite complicatidshe consuming and expensive (compared
for example to USG). Its result is very valuablagihostically. However, the final result can be lgasi
destroyed by patient’s movements during a sesgipplication of a registration procedure gives and&a
to restore proper image alignment. Because of tfess, registration of breast DCE-MRI images is
a problem that needs to be addressed.

It has been shown that it is possible to succdgsfedjister DCE-MRI breast images using a typical,
modern PC (preferably with a multi-core processassuming that the algorithms have been properly
chosen, adjusted and implemented according tocp&ati needs. The proposed registration framework,
composed of B-spline transformation, mean squareisiecrand LBFGSB optimizer, is able to produce
satisfactory results within reasonable time.
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