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COMPUTER-AIDED DIAGNOSIS OF BREAST CANCER USING GAUSSIAN
MIXTURE CYTOLOGICAL IMAGE SEGMENTATION?

This paper presents an automatic computer systerbrdast cancer diagnosis. System was designed to

distinguish benign from malignant tumors basedine heedle biopsy microscope images. Studies caeddocus on
two different problems, the first concern the estien of morphometric and colorimetric parametefsiaclei from
cytological images and the other concentrate omadbreancer classification. In order to extract tluelei features,
segmentation procedure that integrates results dafptave thresholding and Gaussian mixture clusgenmas
implemented. Next, tumors were classified usingr fdifferent classification methods: k-nearest nbigis, naive
Bayes, decision trees and classifiers ensemblegnditic accuracy obtained for conducted experimeatses
according to different classification methods ahdactiiates up to 98% for quasi optimal subset otuies. All
computational experiments were carried out usingroscope images collected from 25 benign and 25gmeatt
lesions cases.

1. INTRODUCTION

According to the National Cancer Registry in Poldmdast cancer is the most common cancer
among women. In 2008, there were 14,576 diagnoasdscof breast cancer in Polish women. Out of
these cases, 5362 deaths were the result. Theddwabeen an increase of breast cancer by 3-48ama y
since the 1980's. The effectiveness of treatmergela depends on early detection of the cancer.
Important and often used diagnostic method is #edariple-test. It is based on three medical
examinations and allows to achieve high confideméediagnosis. The triple-test includes self
examination (palpation), mammography or ultrasoapgy imaging and FNB (Fine Needle Biopsy).
FNB is collecting nucleus material directly fromntar. Obtained material is examined under
a microscope to determine the prevalence of caceks [29]. The present approach requires a deep
knowledge and experience of the cytologist resgm@dor diagnosis. Automatic morphometric diagnosis
can make the decision objective and assist inespegid specialist. It can also allow screening targe
scale where only difficult and uncertain cases wWaeluire additional human diagnosis. Along with th
development of advanced vision systems and compuience, quantitative cytopathology has become a
useful method for the detection of diseases, irdestas well as many other disorders [9, 28]. ka th
literature one can find approaches to breast cawetassification [5,6,10,13,14,16,17,20,21,24,26].
Mentioned approaches are concentrated on clasgifyihA (Fine Needle Aspiration) or FNB slides as
benign or malignant.

In this paper, we present a decision support systean allows distinguish malignant from the
benign breast tumors. The classification of thedurs based on morphometric examination of cell&iuc
[29,30]. In contrast to normal and benign nuclehjcl are typically uniform in appearance, cancerous
nuclei are characterized by irregular morphologt ik reflected in several parameters describettiail
further in the article. Features were extracteanfreegmented images obtained by hybrid segmentatior
method based on Gaussian mixture clustering angtimdahresholding.

The quality of segmentation and feature extractias tested by using the set of classifying
algorithms. The measure is based on classificamuracy obtained by leave-on-out cross-validation.
In this work four different classification methodgere used to rate the feature subsets: k-neares
neighbors, naive Bayes classifier, decision treescassifiers ensemble.

The paper is divided into four sections. Sectiogiles an overview of breast cancer diagnosis
techniques. Section 2 describes the process ofisdiboi of images used to breast cancer diagnosis.
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Section 3 deals with segmentation algorithm useskfmarate cells and extract features. Section wssho
the experimental results obtained using the prapaggproach. The last part of the work includes
a conclusions and bibliography.

2. DATABASE OF FINE NEEDLE BIOPSY MICROSCOPE IMAGES

The database contains 500 images of the cytologieaérial obtained by FNB. The material was
collected from 50 patients of Regional Hospitalielona Gora. It gives 10 images per case which was
recommended amount by specialists from the Regiblogbital in Zielona Géra [17]. This number of
images per single case allows correct diagnosis Ipathologist. The set contains 25 benign and 25
malignant lesions cases. Biopsy without aspirati@s performed under the control of ultrasonograph
with a 0.5 mm diameter needle. Smears from the nahteere fixed in spray fixative (Cellfix of Shaod
Company) and dyed with hematoxylin and eosin (h¥&g images were recorded by SONY CDD IRIS
color video camera mounted atop an AXIOPHOT mianpsc The slides were projected into the camera
with 10 and 160x objective and a 2,5x ocular. Onage was generated for enlargement 100x and nine
for enlargement 400x. Images are BMP files, 704xpi¥@ls, 8 bit/channel RGB (Fig. 1a and 1b). All
cancers were histologically confirmed and all p#sewith benign disease were either biopsied or
followed for a year.

3. COMPUTER-AIDED DIAGNOSIS PROCEDURE

Most automatic diagnostic systems are based onasimonfiguration of several steps. At the
beginning images are adjusted in preprocessingeplidgen objects of interest are extracted from the
images in segmentation step, which is the mostargihg task. For separated objects morphometdc an
colorimetric features are calculated. Finally, akgeare classified, eg. as an benign or malignasé.c
Our approach follows this scheme.

258



SELECTED TASKSOF MODERN MEDICAL DIAGNOSTICS

Fig. 1. FNB image segmentation — original image®)aadaptive thresholding segmentation (c, d),
Gaussian mixture model segmentation (e, f).

At first, images require preprocessing due to thew quality. This phase includes histogram
stretching and noise reduction [7]. Also, the inmgee affected by vignetting caused by microscope
optics. It is removed using a blank slide as aresfee.

In literature, there have been presented manyrdiifeapproaches to extract cells from microscope
images [1,10,13,16,23,24]. This task is usuallyedantomatically, using one of the well known method
of image segmentation [11,15,22,25,27]. Unfortulyatattempt to generalize segmentation approaches
proposed in literature usually fails because suethods work correctly only for specific images.dgs
from various sources may vary significantly depaegdon the method of smear preparation [11].
Moreover, cells tend to cluster and overlap toge#imel their boundaries are blurred. In order td deth
these problems, we have developed segmentatioeguoe that integrates results of image segmentation
from two different methods.

Table 1. Features extracted from images.

Feature Description
area the actual number of pixels of the nucleus
perimeter the distance between each adjoining gfapixels around the

border of the nucleus

the scalar that specifies the eccahtrof the ellipse that has the
same second-moments as the segmented nucleus. The
eccentricity is the ratio of the distance betwelem foci of the
ellipse and its major axis length

eccentricity

major axis length

minor axis length

luminance
gradient sum

luminance mean

luminance
variance

distance from the
centroid

the length of the major axis loé¢ llipse that has the same
normalized second central moments as the segmeutdeus

the length of the minor axis bé tellipse that has the same
normalized second central moments as the segmeutdeius

the sum of luminance gradients in the image ofititgvidual
nucleus

the mean of luminance in the imégeeandividual nucleus

the variance of luminance gradients in the image thod
individual nucleus

the distance between the geometric center of tHectse
nucleus and centroid of all nuclei

Firstly, color microscope image is converted toygsaale and adaptive thresholding segmentation
is employed to eliminate from further analysis pexthat represent background [22,25]. Thresholding
segmentation is based on the idea that pixels witdnsity greater than some threshold value are
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classified as background pixels and as object pix@herwise. The key parameter in thresholding
segmentation is the choice of the threshold valnethe considered approach threshold is calculated
adaptively for individual pixel as mean intensifypixels from its neighborhood defined by squagion

of size 21x21 pixels. Finally, a binary segmentatinask is created by assigning each pixel value 0
(background) or 1 (objects). Results of such segatien can be visualized as black and white image
(Fig. 1c and 1d). Adaptive thresholding was abléstiate individual nucleus from nuclei clusterghwi
weak and blurred boundaries. Unfortunately red dloells, cytoplasm and nuclei have very similahhig
local contrast so algorithm was unable distingtirsm and incorrectly classify all these objectaadei
(Fig. 1c and 1d). To tackle this drawback, furthaalysis of pixels labeled by value 1 was requteed
distinguish the nuclei form the red blood cells aytbplasm. The problem was solved using Gaussian
Mixture clustering algorithm in RGB color space [13). In the first step, Gaussian Mixture Model
(GMM) with two normal distribution components NI(X1) and N2(2,X2) was build using pixels
selected from the original color image. Binary segtation mask obtained during adaptive thresholding
was used to select the correct object pixelsu () and N22,X2) components represent nuclei and
other objects (red blood cells and cytoplasm hadilai color) respectively. GMM parameters
0 = [ul, u2,X1, 2] wherepi represents means aid covariances were estimated using an Expectation
Maximization (EM) algorithm. The EM is a well knovalgorithm in statistics and detailed expressions
for iterative updating means and covariances cafolned in [4,8,31]. Finally, during the clusteristep

the same data that was used to create GMM weréigaetd based on the largest posterior probability
computed for each pixel. Based on the clusterisgltg, orignal binary segmentation mask was matlifie
by changing the label of pixels which belongs toosel partition described by component N2E2).

The final binary segmentation mask obtained dufagisian Mixture clustering was used to extract the
nuclei from the original microscope image. Sampleaty segmentation mask after adaptive thresholding
and Gaussian Mixture clustering is shown in Fig.abd 1f. The scheme which presents whole image
processing algorithm designed to extract the nuslehown in Fig. 2.

The task of breast cancer diagnosis posed in tbik wan be boiled down to the classification
problem. In order to use well known classificatimethods, set of features which describes individual
nucleus were defined. Morphometric features weteutated based on binary segmentation mask and
colorimetric features were calculated based orotiggnal image multiplied by the corresponding lina
segmentation mask. Individual nuclei were extrathedugh the discovery of connected objects infyina
segmented mask. Next, the set of features collantéble 1 was calculated for each individual eusl
on the image. The feature extraction procedure repsated for each image from database described in
section 2. Finally, statistics (mean and varianmejeatures were calculated and normalized for each
image.

original

S / removed Gaussian Mixture
background clustering

adabﬁve
thresholding

Fig. 2. Nuclei segmentation scheme.

The classification step was realized using fourl vwelown classification algorithms: k-nearest
neighbors, naive Bayes classifier, decision treeb @dassifiers ensemble [2,3,19]. However, it muoest
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mentioned that ensemble of classifiers is not arsde classification technique and its classiforati
procedure is based on the results of other classifised in the experiments. The answer of classifi
ensemble is determined by voting procedure.

4. EXPERIMENTAL RESULTS

The system was tested for the recognition rateclwls defined as a percentage of successfully
recognized cases to the total number of all caskexperiments were performed using real case.data
There were 50 patients: 25 malignant and 25 beriigoh patient was represented by 10 images. There
was one overall image and 9 images in maximum gaiaent. In the processing only the 9 were used.
The effectiveness was tested using the leave-onhealidation technique, where full set of 9 images
representing 1 patient was 1 case.

Table 2. Classification results.

Set of features (statistic) Classifier Results
area (mean),
minor axis length (mean),
minor axis length (variance),
distance to centroid (variance)
eccentricity (mean),
perimeter (variance), Naive Bayes classifier 92%
distance to centroid (variance)
perimeter (mean),
major axis length (variance), Decision Trees 94%
distance to centroid (variance)
minor axis length (mean),
perimeter (mean),

k-Nearest Neighbor 98%

Ensemble Classifier 94%

To find a set of features the best discriminatiemign and malignant cases sequential forward
selection was applied.

In order to illustrate the effectiveness of progbsemputer-aided diagnosis system an experimental
results was collected and presented in the tabl&& best classification rate was 98%. Such reswkry
promising according to the fact that the qualitytbé segmentation method might be improved by
detecting overlapping and joined objects.

5. CONCLUSIONS

Presented segmentation approach is similar topoeviously presented k-means, fuzzy c-means
and competitive neural networks methods and mdetssame problems. Nuclei are often joined. For
relatively large cells their centers happen todraaved. Also, the algorithm tends to generate necbr
clusters when nuclei are represented by very fesglpion the image. Despite that, the classificataia
is very promising and shows that using relativetgpde methods one might achieve satisfactory result
However, the rate still might be improved by detegtind splitting overlapped cells and additiomafre
sophisticated features not tested during currewgstgations. Another challenge will be applying th
system for virtual slides generated by virtual o@hich are able to produce images with extremely
high resolutions reaching 9 gigapixels and morehSwge slides may require new way of analysis.
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