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AN APPROACH TO UNSUPERVISED CLASSIFICATION

Classification methods can be divided into supedvisnd unsupervised methods. The supervised aassif
requires a training set for the classifier parameimation. In the case of absence of a traigieg the popular
classifiers (e.g. K-Nearest Neighbors) can not kBedu The clustering methods are considered as engsgd
classification methods. This paper presents an édehe unsupervised classification with the populassifiers. The
fuzzy clustering method is used to create a legreat. The learning set includes only these pattdrat are the best
representative of each class in the input dataged. numerical experiment uses an artificial datasetvell as the
medical datasets (PIMA, Wisconsin Breast Cancedl)idustrates the usefulness of the proposed method

1. INTRODUCTION

Pattern classification methods play a very impdrtate in pattern recognition. The classification
methods are successfully applied in the biomedingineering area, e.g. in the Computer-Brain interf
[2], detecting an abnormal brain activity [3], cailing the prostheses [17], as well as in the gend
recognition [1]. Generally, pattern recognition haats can be divided into two main categories. Tisé f
category contains supervised classification methatide the second category includes the unsupsaivis
classification methods. One of the most popularesuped classification method is th&Nearest
Neighbors K-NN) method [4,10,18]. The designing of a supenistassificatory approach requires a
learning (training) set. The learning set is regdifor an estimation of classifier parameters. Haxe
the designing of a classifier without training sed very difficult task [14,15].

On the other hand, the unsupervised methods deegaire a training set. Most of the unsupervised
classification methods are clustering methods 18)9,The clustering aims at assigning a set ofaibj®
clusters in such a way that objects within the salaster have a high degree of similarity, whilgeals
belonging to different clusters are dissimilar. Té¢lastering methods can be divided into two main
categories: hierarchical and partitional [2,5,68]the hierarchical clustering a number of clustersd not
to be specified a priori. The problems concerningrétialization and an occurrence of local minianra
also irrelevant. However, it cannot incorporate reorp knowledge about the global shape or size of
clusters since hierarchical methods consider ardglineighbors in each step [8].

Prototype-based partitional clustering methods loarclassified into two classes: hard (or crisp)
methods and fuzzy methods [11,12]. In the hardtetugy methods every case belongs to only one
cluster. In the fuzzy clustering methods every dadint belongs to every cluster. Fuzzy clustering
algorithms can deal with overlapping cluster bouiesa The most familiar fuzzy clustering methodhis
fuzzy c-means clustering method proposed by Bezdek [2].

The learning set can be created by an expert.idnctse, the expert have to assign labels for eact
pattern from the unlabeled dataset. For a largaséat(thousands or tens of thousands patternd), suc
approach is very tedious for the expert. In suckecahe expert can assign labels only for randomly
selected patterns. The number of selected patienmsich lower than the cardinality of the databet,
there is uncertain whether the samples have beentag correctly (i.e. that intrinsic structures ar
represented correctly). Another approach to bugdihe learning set uses clustering methods. The
clustering methods discover the internal strucharthe dataset. The obtained groups (clusterskesemts
those patterns that are very similar within groap are very dissimilar to patterns from other gup
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One of the results obtained from the clusteringedare is the partition matrix. For the medicabdéte
obtained groups can contain similar cases (e.ggomg can represent healthy patients while otheuy
can represent with a disease entity). By analy#iegvalues of the obtained partition matrix, ipassible
to select only these patterns (patients) with highmbership degree (patients who are the best
representative of each group). In the proposed odetine patterns with membership degree greater tha
the assumed threshold are chosen. In this wayledm@ing set consists of patterns that are the best
representative for the classes in the input dataset

The goal of this work is to propose an unsupervigedsification method. The proposed method
consists of two stages. At the first stage, a fudmgtering procedure is applied to the input dsttaAt
this stage, a learning dataset is created frometipadterns which membership degrees meet assumed
criteria. At the second stage, the classificatiethad is applied to the remaining patterns fromitipeit
dataset.

This paper is organized as follows. The sectiono@tains overview of the classification and
clustering methods used in proposed approach. fdmoped procedure is presented in section 3. Sectio
4 contains numerical experiments. Conclusions cetaphe paper.

2. METHODS

Selected methods used in proposed approach to emssgd classification are presented in this
section. First, the fuzzy clustering method is adtrced. In the next subsection, two classification
methods are presented: the classification metheddban the Fisher linear discriminant analysis téed
K-nearest neighbors method. The minimum class-mésiande classifier was not used. The obtained
results of this classifier are the same as thdtrsem the clustering stage [19]. In a such calere is no
need to use the classification step.

2.1.FUZZY CLUSTERING

For the fuzzy clustering methods, the fuzzy pamitmatrix is defined in the following way:
C N
- cxN . —_1
M, = {U 00" |Ouy O [0’1]’L<EN Zl U, =% 0 §k:1: U, < N},

where:N is the number of objects, ands the number of clusters.
The FCM method is the prototype-based method, wier@bjective function has been defined as
follows:
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where:U is the fuzzy partition matriny={vy, v, ... ¢} is the set of prototype vectors arid v. JO", xi

Isi<c

is the feature VeCtOLEN X, 00OP, pis the number of features describing the clusgedhjects, andn is

the fuzzyfying exponent.
The optimization of the objective function (1) isnepleted with respect to partition mattikand
prototypes of the clusteksé The optimal values of the partition matrix candaéculated as follows:
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where: the set§], and ik are defined in the following way:

0 0O, :{i L<i<clx -v | :O}

1<k<N

0={12...,c¢-0,

The optimal values of the cluster prototypes candyaputed using the formula:

N
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2.2.CLASSIFICATION METHODS

2.2.1. FISHER LINEAR DISCRIMINANT ANALYSIS

Let us consider a set df training sample$x,,...xn} taking values in @-dimensional space. Let
denotes the number of classes ande the number of training samples of clags <i <c). Then the
between-class scatter matfxhas the following expression [10,15]

S, =3 (M -m)m -m) .

i=1

wherem is the mean vector of training samples in clgsandm, is the mean vector of all training
samples. Similarly, the within-class scatter matax be defined as follows:

c G T
o= 22 K0 -m i -m ),

i=1 k=1

where x* denotekth sample from class andm denotes the mean vector of samples from ¢lass

The linear discriminant analysis methods seekd afs#<<p basis vectorg=[ ¢, ... ,@4 in such
way that the ratio between-class and within-clasdter matrices of the training samples is maxichize
Fisher criterion has the following form [7,15]

¢'S,¢

J(@) = :
(9) 55,0

whereg=[ @, ... ,d4 , and g JP.
The optimal vectorg are defined as follows

4S9 @
Y.

Hence, whenS,, is non-singular, the basis vectogscorrespond to the firal most significant
eigenvectors of(S;ij). The word "significant” means the eigenvalues esponding to these

eigenvectors are the firdtlargest ones.
The classification rule is defined as follows. Tuv&known patterrx is classified tath class, when the
following equation holds true (minimum class-meastahce classifier)

¢ = argm;’:li () =argmax
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#7x =4 m|<[p"x~¢"m for k #i. (5)

2.2.2. K-NEAREST NEIGHBORS METHOD

The K-nearest neighbors method is a method for clasgjfgbjects based on the closest training
examples in the feature space. KN method is a type of instance-based learning KHNN method
is among the simplest of all machine learning mash@\n object is classified by a majority vote tf i
neighbors, with the object being assigned to tlssimost common among kS nearest neighbors.
If K=1, then the object is simply assigned to the cla#ts mearest neighbor.

3. UNSUPERVISED CLASSIFICATION

The proposed procedure can be described as follows:

=

For the given dataseq, find c classes using fuzzy clustering method,

2. Based on the partition matrid, select these patterns with membership degreetegréaan
assumed threshold value.U

3. Classify the rest patterns from the datasesing a selected classifier.

4. NUMERICAL EXPERIMENTS

In our numerical experiments the value of the fiimgy exponentm=2 and the tolerance limit
£&10" are chosen. The Euclidean distance is used afistamce metric. The accuracy is measured as the
ratio of incorrect assigned samples and total nurabsamples in the dataset. The accuracy is egpdes
as a percentage of misclassified samples, i.e.

£, = N0 x 100,
N

where:Np is the number of misclassified samples, Bnd the total number of samples in the dataset.

Fig. 1. Original data — the dataset contains twerlapped groups of 50 samples. The contour lineesent different
membership degrees after clustering stage.

The purpose of the first experiment is to invesgghe ability to correct classification of pattern
from the dataset. For this purpose, an artificetlhdet is generated by a pseudo-random generdtisr. T
dataset contains two overlapped groups, and iepted in Figure 1. Each group includes 50 samples i
2D space. Each sample has an assigned label. heeloorrectness of the proposed approach could be
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confirmed. For the dataset, two classification rodth are used. Th&-NN method as the first
classification is used. As the second method, tisheFs discrimination method is used. For both

methods, the threshold value is selected from ¢hé&Js 0{ 09509,0.8}. For theK-NN method, number
of neighbors was taken from the g¢f1{ 5,7,1117}. For the Fisher's method, the number of dimensions
is fixed asd=1 andd=2. The obtained results are presented in Table 1.

Table 1. The percentage numbers of misclassifiegpkes from the first dataset.

UT:O.95
Method:KNN
K=5 |e=13% |K=7 £=12% |K=11 |e=12% |K=17 £0=12%
Method: FLDA
D=1 | e=11% D=2 | £=11%
UT:0.9
Method:KNN
K=5 |£0=14% |K=7 |8=16% |K=11  |e=14% |K=17 £=12%
Method: FLDA
D=1 | £=15% D=2 | £=12%
UT:0.8
Method:KNN
K=5 |£0=13% |K=7 |60713% |K=11  |g=13% |K=17  |e~15%
Method: FLDA
D=1 | £=12% D=2 | £0=13%

The obtained classification error varies from 116616%. The artificial dataset contains two
overlapped classes. The misclassification is cabgethe use of linear classifiers. When the clasdif
classes overlapped, then the linear classifiersatgrovide reliable results.

In the second numerical experiment, the Wiscongi@agt Cancer dataset has been used. This
dataset contains 569 cases of breast cancer. Tpe dff tumor appear in the dataset: 357 cases of
malignant tumor, and 212 cases of benign tumorf@ahe clustering process, the number of cluster
fixed atc=2. Each case of tumor is represented by 8 featwwewor. As in the first experiment, the
number of neighbors varies from 5 to 17. For tteh&i's method, the maximum number of dimensions is
6 (the covariance matrix of the data has only siRzero eigenvectors and corresponding eigenvalues)
The obtained results are presented in Table 2.

Table 2. The performance of proposed method fokfiszonsin Breast Cancer dataset.

Ur=0.95

Method:KNN

K=5 | £0=14.769%4 K=7 |60=14.7694 K=11  |e,=14.7694K=17  |£=15.11%

Method: FLDA

D=2 |£=16.52% |D=4 |£=15.29% | D=6 | £=15.29%
Ur=0.9

Method:KNN

K=5 | £0=15.469%4 K=7 |£0=15.4694 K=11  |£,=15.64% K=17  |£0=15.64%

Method: FLDA

D=2 |£0=16.52% |D=4 |£0=16.52% |D=6 | £0=16.7%
Ur=0.8

Method:KNN

K=5 | £0=14.76%4 K=7 |£0=14.949%4 K=11  |£,=14.949%4K=17 |£=15.46%

Method: FLDA

D=2 |£0=16.34% |D=4 |£0=17.22% |D=6 | £=14.41%
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In the last numerical experiment, the Pima dataimesed. It comprises 768 cases of patients who
may show signs of diabetes. In this dataset app@@icases of healthy patients and 268 cases @npati
who show signs of diabetes. Each case in the Pateselt is described by 8 features. Similarly ahen
previous experiments, the number of neighbors sdran 5 to 17, and the number of dimensions in the
Fisher's LDA varies from 2 to 6. The obtained réstibr different thresholdg and different number of
dimensions are presented in Table 3.

Table 3. The performance of proposed method foPthe dataset.

Ur=0.95

Method:KNN

K=5 | £0=33.9894 K=7 |£0=33.9894 K=11  |£,=33.9894K=17  |£,=25.52%

Method: FLDA

D=2 |£=34.76% |D=4 |£=34.5% |D=6 | £0=34.76%
Ur=0.9

Method:KNN

K=5 | £0=34.119%4 K=7 |£0=34.249% K=11  |£,=34.24%K=17 |£,=34.24%

Method: FLDA

D=2 |e0=34.5% |D=4 |£0=34.76% |D=6 | £0=34.5%
Ur=0.8

Method:KNN

K=5 | £0=34.379% K=7 |£0=34.249% K=11  |£,=34.24%K=17 |£,=33.98%

Method: FLDA

D=2 |£0=34.11% |D=4 |£0=34.11% |D=6 | £4=33.98%

5. CONCLUSIONS

In this paper, an idea of an unsupervised classifio is presented. The proposed classification
procedure includes two stages. In the first stdgefuzzy c-means clustering method is used faitig
groups in the input dataset. The patterns with inngimbership degree are chosen for the learning\tet.
this stage the learning set is created. Such Kistrategy ensures the correct creation of a laegraet. In
the last step, the classification is performedranrest of the dataset.

The future works aims of solving the problem of threear classification in kernel space. The
proposed approach will be developed for bettergperénce.
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