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AN APPROACH  TO  UNSUPERVISED  CLASSIFICATION 

Classification methods can be divided into supervised and unsupervised methods. The supervised classifier 
requires a training set for the classifier parameter estimation. In the case of absence of a training set, the popular 
classifiers (e.g. K-Nearest Neighbors) can not be used. The clustering methods are considered as unsupervised 
classification methods. This paper presents an idea of the unsupervised classification with the popular classifiers. The 
fuzzy clustering method is used to create a learning set. The learning set includes only these patterns that are the best 
representative of each class in the input dataset. The numerical experiment uses an artificial dataset as well as the 
medical datasets (PIMA, Wisconsin Breast Cancer) and illustrates the usefulness of the proposed method. 

1. INTRODUCTION 

Pattern classification methods play a very important role in pattern recognition. The classification 
methods are successfully applied in the biomedical engineering area, e.g. in the Computer-Brain interface 
[2], detecting an abnormal brain activity [3], controlling the prostheses [17], as well as in the gender 
recognition [1]. Generally, pattern recognition methods can be divided into two main categories. The first 
category contains supervised classification methods, while the second category includes the unsupervised 
classification methods. One of the most popular supervised classification method is the K-Nearest 
Neighbors (K-NN) method [4,10,18]. The designing of a supervised classificatory approach requires a 
learning (training) set. The learning set is required for an estimation of classifier parameters. However, 
the designing of a classifier without training set is a very difficult task [14,15]. 

On the other hand, the unsupervised methods do not require a training set. Most of the unsupervised 
classification methods are clustering methods [8,9,13]. The clustering aims at assigning a set of objects to 
clusters in such a way that objects within the same cluster have a high degree of similarity, while objects 
belonging to different clusters are dissimilar. The clustering methods can be divided into two main 
categories: hierarchical and partitional [2,5,6]. In the hierarchical clustering a number of clusters need not 
to be specified a priori. The problems concerning an initialization and an occurrence of local minima are 
also irrelevant. However, it cannot incorporate a priori knowledge about the global shape or size of 
clusters since hierarchical methods consider only local neighbors in each step [8]. 

Prototype-based partitional clustering methods can be classified into two classes: hard (or crisp) 
methods and fuzzy methods [11,12]. In the hard clustering methods every case belongs to only one 
cluster. In the fuzzy clustering methods every data point belongs to every cluster. Fuzzy clustering 
algorithms can deal with overlapping cluster boundaries. The most familiar fuzzy clustering method is the 
fuzzy c-means clustering method proposed by Bezdek [2]. 

The learning set can be created by an expert. In this case, the expert have to assign labels for each 
pattern from the unlabeled dataset. For a large dataset (thousands or tens of thousands patterns), such 
approach is very tedious for the expert. In such case, the expert can assign labels only for randomly 
selected patterns. The number of selected patterns is much lower than the cardinality of the dataset, but 
there is uncertain whether the samples have been selected correctly (i.e. that intrinsic structures are 
represented correctly). Another approach to building the learning set uses clustering methods. The 
clustering methods discover the internal structure in the dataset. The obtained groups (clusters) represents 
those patterns that are very similar within group and are very dissimilar to patterns from other groups. 
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One of the results obtained from the clustering procedure is the partition matrix. For the medical data, the 
obtained groups can contain similar cases (e.g. one group can represent healthy patients while other group 
can represent with a disease entity). By analyzing the values of the obtained partition matrix, it is possible 
to select only these patterns (patients) with high membership degree (patients who are the best 
representative of each group). In the proposed method, the patterns with membership degree greater than 
the assumed threshold are chosen. In this way, the learning set consists of patterns that are the best 
representative for the classes in the input dataset. 

The goal of this work is to propose an unsupervised classification method. The proposed method 
consists of two stages. At the first stage, a fuzzy clustering procedure is applied to the input dataset. At 
this stage, a learning dataset is created from those patterns which membership degrees meet assumed 
criteria. At the second stage, the classification method is applied to the remaining patterns from the input 
dataset. 

This paper is organized as follows. The section 2 contains overview of the classification and 
clustering methods used in proposed approach. The proposed procedure is presented in section 3. Section 
4 contains numerical experiments. Conclusions complete the paper. 

2. METHODS 

Selected methods used in proposed approach to unsupervised classification are presented in this 
section. First, the fuzzy clustering method is introduced. In the next subsection, two classification 
methods are presented: the classification method based on the Fisher linear discriminant analysis and the 
K-nearest neighbors method. The minimum class-mean distance classifier was not used. The obtained 
results of this classifier are the same as the result from the clustering stage [19]. In a such case, there is no 
need to use the classification step. 

2.1. FUZZY CLUSTERING 

For the fuzzy clustering methods, the fuzzy partition matrix is defined in the following way: 
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where: N is the number of objects, and c is the number of clusters. 
The FCM method is the prototype-based method, where the objective function has been defined as 

follows: 
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where: U is the fuzzy partition matrix, V={v1, v2, … vc} is the set of prototype vectors and p
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the fuzzyfying exponent. 
The optimization of the objective function (1) is completed with respect to partition matrix U and 

prototypes of the clusters V. The optimal values of the partition matrix can be calculated as follows: 
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where: the sets kℑ  and kℑ~  are defined in the following way: 
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The optimal values of the cluster prototypes can be computed using the formula: 
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2.2. CLASSIFICATION METHODS 

2.2.1. FISHER LINEAR DISCRIMINANT ANALYSIS 

Let us consider a set of N training samples {x1,...xN} taking values in a p-dimensional space. Let c 
denotes the number of classes and ci be the number of training samples of class i (1 ≤ i ≤ c). Then the 
between-class scatter matrix Sb has the following expression [10,15] 
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where mi is the mean vector of training samples in class i, and m0 is the mean vector of all training 
samples. Similarly, the within-class scatter matrix can be defined as follows: 
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where )(k
ix  denotes kth sample from class i, and mi denotes the mean vector of samples from class i. 

The linear discriminant analysis methods seeks a set of d<<p basis vectors ϕ=[ϕ1, ... ,ϕd] in such 
way that the ratio between-class and within-class scatter matrices of the training samples is maximized. 
Fisher criterion has the following form [7,15] 
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where ϕ=[ϕ1, ... ,ϕd], and ϕi∈ℜp. 
The optimal vectors ϕ are defined as follows 

 
ϕϕ
ϕϕϕϕ

ϕϕ
w

T
b

T

J
S
S

maxarg)(maxarg == . (4) 

Hence, when Sw is non-singular, the basis vectors ϕ correspond to the first d most significant 
eigenvectors of ( )bw SS 1− . The word "significant" means the eigenvalues corresponding to these 

eigenvectors are the first d largest ones. 
The classification rule is defined as follows. The unknown pattern x is classified to ith class, when the 
following equation holds true (minimum class-mean distance classifier) 
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2.2.2. K-NEAREST NEIGHBORS METHOD 

The K-nearest neighbors method is a method for classifying objects based on the closest training 
examples in the feature space. The k-NN method is a type of instance-based learning. The K-NN method 
is among the simplest of all machine learning methods. An object is classified by a majority vote of its 
neighbors, with the object being assigned to the class most common among its K nearest neighbors.  
If K=1, then the object is simply assigned to the class of its nearest neighbor. 

3. UNSUPERVISED CLASSIFICATION 

The proposed procedure can be described as follows: 
 

1. For the given dataset X, find c classes using fuzzy clustering method, 
2. Based on the partition matrix U, select these patterns with membership degree greater than 

assumed threshold value UT. 
3. Classify the rest patterns from the dataset X using a selected classifier. 

4. NUMERICAL EXPERIMENTS 

In our numerical experiments the value of the fuzzyfing exponent m=2 and the tolerance limit 
ε=10-5 are chosen. The Euclidean distance is used as the distance metric. The accuracy is measured as the 
ratio of incorrect assigned samples and total number of samples in the dataset. The accuracy is expressed 
as a percentage of misclassified samples, i.e. 

 %1000
0 ×=

N

Nε ,  

where: N0 is the number of misclassified samples, and N is the total number of samples in the dataset. 
 

 
Fig. 1. Original data – the dataset contains two overlapped groups of 50 samples. The contour lines represent different  

membership degrees after clustering stage. 

The purpose of the first experiment is to investigate the ability to correct classification of patterns 
from the dataset. For this purpose, an artificial dataset is generated by a pseudo-random generator. This 
dataset contains two overlapped groups, and is presented in Figure 1. Each group includes 50 samples in 
2D space. Each sample has an assigned label. Thereby the correctness of the proposed approach could be 
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confirmed. For the dataset, two classification methods are used. The K-NN method as the first 
classification is used. As the second method, the Fisher’s discrimination method is used. For both 
methods, the threshold value is selected from the set { }8.0,9.0,95.0∈TU . For the K-NN method, number 

of neighbors was taken from the set { }17,11,7,5∈K . For the Fisher’s method, the number of dimensions 
is fixed as d=1 and d=2. The obtained results are presented in Table 1. 

Table 1. The percentage numbers of misclassified samples from the first dataset. 

UT=0.95 
Method: KNN 
K=5 ε0=13% K=7 ε0=12% K=11 ε0=12% K=17 ε0=12% 
Method: FLDA 
D=1 ε0=11% D=2 ε0=11% 

UT=0.9 
Method: KNN 
K=5 ε0=14% K=7 ε0=16% K=11 ε0=14% K=17 ε0=12% 
Method: FLDA 
D=1 ε0=15% D=2 ε0=12% 

UT=0.8 
Method: KNN 
K=5 ε0=13% K=7 ε0=13% K=11 ε0=13% K=17 ε0=15% 
Method: FLDA 
D=1 ε0=12% D=2 ε0=13% 
The obtained classification error varies from 11% to 15%. The artificial dataset contains two 

overlapped classes. The misclassification is caused by the use of linear classifiers. When the classified 
classes overlapped, then the linear classifiers do not provide reliable results. 

In the second numerical experiment, the Wisconsin Breast Cancer dataset has been used. This 
dataset contains 569 cases of breast cancer. Two type of tumor appear in the dataset: 357 cases of 
malignant tumor, and 212 cases of benign tumor. So, for the clustering process, the number of cluster is 
fixed at c=2. Each case of tumor is represented by 8 features vector. As in the first experiment, the 
number of neighbors varies from 5 to 17. For the Fisher’s method, the maximum number of dimensions is 
6 (the covariance matrix of the data has only six nonzero eigenvectors and corresponding eigenvalues). 
The obtained results are presented in Table 2. 

Table 2. The performance of proposed method for the Wisconsin Breast Cancer dataset. 

UT=0.95 
Method: KNN 
K=5 ε0=14.76% K=7 ε0=14.76% K=11 ε0=14.76% K=17 ε0=15.11% 
Method: FLDA 
D=2 ε0=16.52% D=4 ε0=15.29% D=6 ε0=15.29% 

UT=0.9 
Method: KNN 
K=5 ε0=15.46% K=7 ε0=15.46% K=11 ε0=15.64% K=17 ε0=15.64% 
Method: FLDA 
D=2 ε0=16.52% D=4 ε0=16.52% D=6 ε0=16.7% 

UT=0.8 
Method: KNN 
K=5 ε0=14.76% K=7 ε0=14.94% K=11 ε0=14.94% K=17 ε0=15.46% 
Method: FLDA 
D=2 ε0=16.34% D=4 ε0=17.22% D=6 ε0=14.41% 
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In the last numerical experiment, the Pima database is used. It comprises 768 cases of patients who 

may show signs of diabetes. In this dataset appear 500 cases of healthy patients and 268 cases of patient 
who show signs of diabetes. Each case in the Pima dataset is described by 8 features. Similarly as in the 
previous experiments, the number of neighbors varies from 5 to 17, and the number of dimensions in the 
Fisher’s LDA varies from 2 to 6. The obtained results for different thresholds UT and different number of 
dimensions are presented in Table 3. 

 Table 3. The performance of proposed method for the Pima dataset. 

UT=0.95 
Method: KNN 
K=5 ε0=33.98% K=7 ε0=33.98% K=11 ε0=33.98% K=17 ε0=25.52% 
Method: FLDA 
D=2 ε0=34.76% D=4 ε0=34.5% D=6 ε0=34.76% 

UT=0.9 
Method: KNN 
K=5 ε0=34.11% K=7 ε0=34.24% K=11 ε0=34.24% K=17 ε0=34.24% 
Method: FLDA 
D=2 ε0=34.5% D=4 ε0=34.76% D=6 ε0=34.5% 

UT=0.8 
Method: KNN 
K=5 ε0=34.37% K=7 ε0=34.24% K=11 ε0=34.24% K=17 ε0=33.98% 
Method: FLDA 
D=2 ε0=34.11% D=4 ε0=34.11% D=6 ε0=33.98% 

5. CONCLUSIONS 

In this paper, an idea of an unsupervised classification is presented. The proposed classification 
procedure includes two stages. In the first stage, the fuzzy c-means clustering method is used for finding 
groups in the input dataset. The patterns with high membership degree are chosen for the learning set. At 
this stage the learning set is created. Such kind of strategy ensures the correct creation of a learning set. In 
the last step, the classification is performed on the rest of the dataset.  

The future works aims of solving the problem of the linear classification in kernel space. The 
proposed approach will be developed for better performance. 
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