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In the paper, we discuss nondeterministic ruledeicision tables, called the second type nondetéstizimules.
They have a few decisions values on the right sl but on the left hand side only one attribbtg has two values.
We show that these kinds of rules can be usedtipraving the quality of classification. It is impant in rule-based
diagnosis support systems, where classificatioor &an lead to serious consequences. The well kmygpeady strategy
to construct the new nondeterministic rules, hawenb proposed. Additionally, based on deterministind
nondeterministic (second type) rules, classificatadgorithm with polynomial computational complgxihas been
developed. This rule-based classifier was testethemyroup of decision tables, containing medieahdfrom the UCI
Machine Learning Repository. The reported resuftexperiments showing that by combining rule-basksifier
based on deterministic rules with second type ntamdenistic rules give us possibility to improveethlassification
quality.

1. INTRODUCTION

Over the years many methods based on rule induetiohrule-based classification systems were
developed [10,20]. A significant part of these sys$ concerned diagnosis support systems or medica
expert systems [4,5,8,11,12,19,21,22]. Some of thembased on rough sets [3,9,17,18,21,22]. In this
paper we show that exist possibility for improvithg rule-based classification systems. It is paldidty
important in diagnosis support systems or medigped systems where wrong diagnosis can lead to
serious consequences [5,19,21,22].

We propose a method for rules inducing based orcisieg for strong rules for a union of a few
relevant decision classes and for union of two emlwf one condition attribute - second type
nondeterministic decision rules. There is an add#l motivation for the use of such rules in meldica
expert systems. The nondeterministic decision riéage larger support than the deterministic on&s [1
Therefore they are more often accepted by mediqarés in rule-based diagnosis support systems.

In the paper, an application of second type nomdetéstic rules in construction of rule-based
classifier is presented. These rules are of tHeviirhg form:

ai(x):le...Da,.(x):(bIl Db,Z)D...DaT(x)=bt =d(x)=(c U...Ocy),

where a,,...,a,, are conditional attributes of the decision tablevith the values from the s&f(T).
The decision attribute of isd and O #{c,,...,c} OV, T ), whereV, T )is the value set of the decision
d[15].

We include the results of experiments showing thatombining rule-based classifiers based on
minimal decision rules [15] with the classifier bdson second type nondeterministic decision rutes,
possible to improve the classification quality aaduce classification error.

The paper consists of six sections. In Section@reeall the notion of decision table. In Section 3
we describe notions of nondeterministic decisioleguSection 4 contains definitions of classifioati
algorithm. Results of experiments are discusse&kkertion 5. Section 6 contains short conclusions.
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2. DECISION TABLES

Let T =(U,Ad) be adecision table [14], whereU = {u,,...,u, }is a finite nonempty set @bjects,
A={a,...,a} is a finite nonempty set aonditional attributes (functions defined otJ), andd is the

decision attribute (function defined o).
We assume that for eachUlU and eacha; U A the valuea, (u;) belongs toV,(T) and the value

d(u,) belongs toV, T ) whereV,(T)={0,1,2,... } is the set of nonnegative integers. By T (is)
denoted the set of values of the decision attriduie objects fronu.

3. SECOND TYPE NONDETERMINISTIC DECISION RULES

Second type nondeterministic decision rules aremgkas of nondeterministic decision rules.
In general, nondeterministic decision rules invagegidecision tabl& are of the form

ajl(x):le...Dajt(x)=bt:>d(x):(01D...DcS), (2)

where a,....a; A, b,....5 0OV,(), numbers j,...,], are pairwise different, and

O #{c,...,c} OV, (T). Some notations about rules of the form (1) an@duced in [7].
The second type nondeterministic decision ruleslafimed as follows:

ajl(x)=bl D...Daji (x)= (bIl Db.z) D...Dajt (X)=b,=d(x)=(c, U...Ocy), (2)

]
O #{c,...,c} OV, (T).

The rule of the form (2) has nondeterminism on oowedition attribute beside nondeterminism on
decision part of rule. This attribute has two vallelt it is different from others attributes whichve
exactly one value. This type of nondeterministilesuappears as a result of shorting rules according
principle MDL (Minimum Description Length) [16].

Let us introduce some notation.rlfis the nondeterministic rule (1) then lbyr) we denote its left
hand side, i.e., the formulajl(x) =b O... Dajt (X) =b,, and byrh(r) its right hand side, i.e., the formula

d(x)O(c, 0...0c,). If g is a boolean combination of descriptors, i.e.miglas of the forma(x)=v,

wheread AO{d }andvOV,(T) then by||3|. we denote all objects frol satisfyings [15].
The second type nondeterministic ralean be distribute on two nondeterministic rules ;) of
the form (1) such as:

where a ,....a; OA, b,....5 OV,(), numbers j,...,j, are pairwise different, and

rl:ajl(x):le...Daji (x):lql D...Dajt (X)=b, =d(x)=(c, U...Oc,),
rz:ajl(x):le...Daji (x)=bI2 D...Dajt (X)=b, =d(x)=(c, 0...0Oc,).

To measure the quality of such rule we use coefiitsi called theupport and theconfidence [1].

They are defined as follows.
The support of this rule in the decision tables defined by

supp; (r) = supp; (r,) + suppy (r,)

where fori= 1,2

ine)l, o b)), |
|U | '

supp; (1) =
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We also use a normalized support @fi T defined by

supp; (1)

JVOL

whereV(r) OV, T )is a decision values set from right hand sidénefrule {h(r)).
The confidence of in T is defined by

norm_supp; (r) =

conf (r) = conf; (r,) +conf,(r,)

where fori = 1,2

I, ), |
ol

We can define a set of second type nondeterminiiasion rules as the set of all second type
nondeterministic rules (over attributes iff) such that

conf; (r) =

1= conf; (r,) +conf; (r,) = conf (r) 2 a,

where parametesr [1 [0.5,1].

The algorithm presented in next section is seagchon second type nondeterministic rules. Such
rules are combined with minimal rules [15] for ieasing the classification quality.

4. CLASSIFICATION ALGORITHM BASED ON SECOND TYPE
NONDETERMINISTIC RULES

In this section, we present an application of sdctype nondeterministic rules for classification
process. An algorithm was developed for generatibsuch rules from decision table. It used greedy
algorithmND, presented in [13], for calculating nondeterministecision rules of the form (1). The main
steps of thidND2 algorithm are as follows.

Algorithm for second type nondeterministic decision rule construction ND2

Input: Decision tabldl, real numberr 0 [0.5,1]
Output: RULE,, (T,a) a set of second type nondeterministic decisioasrédrT.
Sep 1. RULE,, (T,a) is empty set and parametef]  [0.5,1]
Sep 2. For all condition attributes af do the following:
» Find often appearing two values for this attribute,
» Generate subtable with restriction to these atiieivalues,
» Delete an attribute which was chosen,
» Generate the set of rules of type (1), Il algorithmND
» Ad to these rules attribute which was deletedjol rules have the form (2)
* Add these generated rules to theReLE,,, T a(., )

Sep 3. ReturnRULE,, T a )

In our experiments, we used classification algamghconstructed by the combination of two
classification algorithms. The first o/ is the classification algorithm based on minimeéés generated
by using method fronRSESib (Rough Set Exploration System library) [3]. Thigaithm uses the
standard voting procedure.
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The second classification algorith@ is based on second type nondeterministic rulesrgsed by
the ND2 algorithm. The voting procedure on these ruleskdoas follows. First, all second type
nondeterministic rules matching this object areasted. Next, from these matched rules, a rule thi¢h
largest normalized support is selected. In the edsen several rules have the same normalized styppor
the decision value s&f(r) of the second type nondeterministic ruleith the smallest decision value set
(IV(n)]) is selected. If still several second type naéedwinistic rules with the above property existrthe
first of them is selected.

The prediction process for any new object lookgodlews. For this object we obtain a decision
value ¢ (given by theC; classification algorithm) and a decision value ¥ét) (given by theC,
classification algorithm). It should be noted thath of the considered classification algorithnrsleave
the new object unclassified (if there are no ruedching this object). The final decision for aegivnew
object is obtained from the decisiorand decision value s&{(r). The method of conflict resolution is
described in detail in [13].

5. EXPERIMENTS

We have performed experiments on decision table® fdCl Machine Learning Repository [2]
using combination of two classification algorith@sg C..

The algorithmC; is classification algorithm from RSESIib basedadnminimal decision rules and
standard voting. The classification algoritiinis based on second type nondeterministic rulesrgésd
by theND2 algorithm.

Some attributes in decision tables used for expmrimn were discretized by algorithm from
RSESIib. In evaluation of the accuracy of clasaiimn algorithms on decision table (i.e., the petage
of correctly classified objects) the 5-fold crosdidation method was used.

For any considered data table, we used proposadifaitation method (denoted [§§) based on
combination of classifier€; andC, for different values of parameter On testing sets the accuracy and
the coverage factor were calculated. Alsortiagimal relative deviation (mrd) was calculated.

The majority of decision tables used for experimeamncern medical data.

Table 1. Accuracy of classifiers based on secopd hondeterministic decision rufesross-validation method.

Classification algorithm

Decision table | ClassificationC,"™ | C'Y, o'

factor 1.0 0.9 0.8 0.7 0.6 0.5
Dermatology acce< cover | 84.62| 85.04 84.97 85.035.11 | 84.62 | 84.59

mrd 0.012| 0.006] 0.014 0.009 0.015 0.0T2009
Ecoli accx cover | 54.99| 55.51] 56.01 |54.52 | 54.40| 50.6350.63

mrd 0.038| 0.037] 0.033 0.026 0.027 0.020020
Lymphography accx cover | 37.70| 38.06 | 38.06 | 38.06| 38.06 38.0638.06

mrd 0.042| 0.022] 0.022 0.022 0.022 0.0Zr022
Post accx cover | 65.00| 65.44 65.44 6544 65.67 67.89.11
operative mrd 0.061 0.066 0.066 0.0834 0.034034, 0.024
Primary accx cover | 59.71|60.09 | 60.09 | 60.09| 60.09 60.0960.09
tumor mrd 0.016/ 0.020 0.020 0.020 0.020 0.02M20
Iris accx cover 90.47, 90.47 | 90.47| 90.47 90.47 90.4B0.47

mrd 0.018/ 0.018 | 0.018| 0.01§ 0.018 0.018.018

@ In the column marked bg; the classification is defined by the classificatialgorithm based on
deterministic rules. In the column marked Ky the classification is defined by the classificatio
algorithm based on nondeterministic and deterniistes.

@ Confidence of nondeterministic rules generatetheyalgorithm is not smaller than the parameter

Decision tableDermatology contains data about the diagnosis of erythemataraqus diseases,
a real problem in dermatology [8]. Decision taliteoli concerns the protein localization sites in
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Escherichia coli bacteria [12]. The classificattask of decision tablPostoperative is to determine when
patients in a postoperative recovery area shoulgebé to the next one [4lymphography and Primary
Tumor data are two of three domains provided by the ehsity Medical Centre, Institute of Oncology
from Ljubljana that has repeatedly appeared imtaehine learning literature [6,11].

Table 1 includes the results of our experiments.

For almost all, except one, decision tables thasdigation quality measured bgccuracy x

coverage was better for the proposed classification algomiiC than in the case of the classification

algorithm from RSESIib based only on minimal ruwggh standard voting;. For one decision table Iris,
the classification quality for the classificatiolg@ithmsC andC; was the same. For all decision tables,
the maximal relative deviation was no greater th&a in the case when we used the classification
algorithmC. Hence, using the classification algoritithtead to stable classification.

For obtaining those results, it was necessary tonige the threshold for each data table. This
means that the parameteshould be tuned to the data.

6. CONCLUSIONS

Results of experiments with second type nondetasticrrules - generated by the ND2 algorithm -
are showing that these rules can lead to improgecldissification quality. We have demonstrated blyis
using a classification algorithm based on minimedision rules and nondeterministic rules. Experit®ien
have shown that proposed classifier make sensaubedmprove classification accuracy for the most
decision tables. This is very important in diagsosupport systems where classification error can be
connected with serious consequences for the patient

Second type nondeterministic rules can be usedyrrale-based classification systems. Especially
in diagnosis support systems or medical expertegayst because this kind of rules have usually large
support (patients proves the rule), which makemth®wre accepted by physicians.

At this moment the proposed classification algonituses minimal rules (from RSESIib) and
second type nondeterministic rules (ND2 algorith8ince the algorithm for constructing minimal rules
has exponential computational complexity, and NDR@orthm has polynomial computational
complexity, we plan to use others rule-based diassiinstead of the minimal rules (e.g. basedulrssts
of minimal decision rules or decision trees).
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