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APPLICATION OF MODIFIED FUZZY CLUSTERING
TO MEDICAL DATA CLASSIFICATION

Classification plays very important role in mediahhgnosis. This paper presents fuzzy clusteringhatk
dedicated to classification algorithms. It focusas two additional sub-methods modifying obtainedstdring
prototypes and leading to final prototypes, which ased for creating the classifier fuzzy if-thefes. The main goal
of that work was to examine a performance of tlsgifier which uses such rules. Commonly used dictumedical
benchmark databases were applied. In order to atalithe results, each database was represente@0bpalrs of
learning and testing subsets. The obtained claasifin quality was better in relation to the onehef best classifiers —
Lagrangian SVM and suggests that presented clogtevith additional sub-methods are appropriatepplieation to
classification algorithms.

1. INTRODUCTION

Classification, determined also as pattern recagni{3], consisting in assigning objects to
predefined classes, plays very important role imynfields of science, including medical diagnosis
support. A trained classifier enables detectiorsighs of distress basing on some patient’s inptd da
(examination results, medical images etc.). Onenahy examples may be the prediction of newborn
condition done during pregnancy [2,5,6]. Classtfmarepresents supervised learning, which meaais th
learning subset includes assignment of objectdasses, in case of medical databases — to diaghiosis
case of clustering [1], which represents unsupedvikearning, only objects features are taken into
consideration. In other words, clustering processasch structures in dataset. There are manyetitfe
classifiers: neural networks, linear, statisticat. eNowadays the nonlinear SVM (Support Vector
Machines) classifier is regarded as one of the blesssification algorithms. It represents kerneddzh
methods whose idea consists in transformation gfatd from original feature space to the new high-
dimensional feature space, where objects may leardy separable. In [10] a combination of linear
classifiers leading to nonlinear classifier in ang feature space was proposed. Beside its adyesita
like using fuzzy if-then rules enabling the intexation of classification, the necessity of separat
clustering (by the fuzzy c-means algorithm) of cbkgefrom both classes may be regarded as an
inconvenience. The goal of the presented work isxmine a performance of the classifier which uses
fuzzy if-then rules created basing on the speaiaky clustering method dedicated to classification
algorithms and additional sub-methods.

2. FUZZY CLUSTERING DEDICATED TO CLASSIFICATION ALGORHMS

The fuzzy clustering method (FCB) dedicated tossfasmtion algorithms and enabling a clustering
of dataset including objects from both classes praposed [9]. It is based on minimization of the
following criterion:
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The above criterion takes into consideration assggm of N objects to one of two classes
(\ = +1 oryx = —1) so it may be regarded as a kind of clusteviith partial supervision. The partition
(prototype) matrix is denoted by (V), dix represents Euclidean distance betwidleiprototype andth object,
o determines the proportion between both componahtise criterion. According to the assumed constgai
(2), the fuzzy cardinality of each efgroups should be equal ko The second component of (1) plays the
most important role because it is responsible feating the clusters, which include objects frorthbdasses
with similar memberships. Prototypes of such chssshould be placed near boundary between twoedass
Details of the criterion minimization proceduretaihed solution and implementation can be foun@jn

Detailed analysis of clustering results using défe datasets showed, that sometimes not all of
obtained prototypes were located appropriately.tRisrreason, giveith learning subset (LSis clustered by
the FCB to obtairti intermediate prototypes. Thefinal prototypes V;_c) determiningc classifier fuzzy if-
then rules are obtained basing on intermediateofyiés with a help of one of two additional sub-noels
(Fig. 1). Designing the classifier which uses frimo to eight rulesd = 2, 3, ..., 8) was assumed.

suk-m. I cfinal prototypes
FCB clustering ci 2.3,..8) c fuzzy
intermediate (Vi_2,Vi_3,...,Vi_8) -
LS, | ——> | prototypes if-then
Sub-m. II cfinal prototypes rules
— 2.3, .., 8)
(Vi_2, Vi_3, -..,Vi_8)

Fig. 1. Role of the FCB clustering in classifier d@éng process.

Sub-method I: Clustering of intermediate prototypes. In case of this method, each of 10 first learning
subsets is clustered by the FCB intcclusters (Fig. 2). For a given database, eachesing is started
from the same initial prototype matrix (one matiax one database, randomly chosen at the beginning)
In the following step, obtained intermediate prototypes, separate for each legrsibset, are clustered
by the fuzzy c-means (FCM) algorithm [1] into 2,.3, 8 clusters. Prototypes of these clusters become
final prototypes used to determine the classifighen rules. The fuzzy c-means clustering intoegiv
number of clusters (2, 3, ..., 8) is always (for edalabase and each learning subset) performethgtart
from one of seven the same initial partition masi¢sizes 2 %i, 3 xci, ..., 8 xci), randomly chosen at
the beginning.
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Fig. 2. Sub-method I: Clustering of intermediatetptypes.
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Sub-method 11: Choice from intermediate prototypes. This method is characterized by two-stage
choice of final prototypes (Fig. 3). In the firsage, 10 first learning subsets are clustered &y-bB 700
times in total. Each FCB clustering is performeattatg from different randomly chosen initial protpe
matrix. During the first stage, initially selectpdototypes (ISP) are chosen. The algorithm usedhisr
choice is based on distances between prototypesassignment (of objects the closest to prototypes)
classes. Prototypes which:

* have the highest distances between each otheth@most scattered),

» are surrounded by objects with the highest diversitassignment to both classes.
are chosen as initially selected prototypes. Assallt of the first stage, 100 sets of 2 ISP, 128 s€3
ISP, ..., 100 sets of 8 ISP are obtained. In therskabage, each set of ISP is used to determine the
classifier if-then rules (described later). Basorgclassification of 10 first pairs of learning atesting
(TS) subsets, finally one set (ensuring the lowésssification error for the first 10 testing suis$dor a
given number of final prototypes is chosen. In aggigoto the previously described sub-method | fitted
prototypes obtained using the sub-method Il arensomfor all learning subsets of a given database.

The duration time of sub-method Il is much higtiem in case of sub-method I, but classification
results turned out to be better when using thd finatotypes from sub-method II. Detailed descaptof
both sub-methods can be found in [4], they weresliged to be different in three aspects described i
Table 1.

The above description of sub-methods takes int@idenation 10 first learning and testing subsets
because cross-validation procedure using 100 péilsarning and testing subsets of each database wa
applied to obtain a good generalization ability aadvalidate results. In the first stage, the valoé¢
classifier parameters ensuring the lowest clasdiio error for the first 10 testing subsets areseim.
Using these values, in the second stage, the fieslilts (mean value and standard deviation of
classification error) for all 100 testing subsets @btained.

1 1
| classification 1
| |
1 1
FCB clustering ' '
LS, | =————> —> LS | TS [ —
1 1
2 ISP x 100 i i 2 final prot.
sets : ! s (Vlk_2)t
FCB clustering 31SP x 100 i i m(\e;kp;;)o :
LS, | =——bp sets —> s 1S | P -
1 1
1 1
: ! ' 8final prot.
! ! Vi 8)
8 ISP x 100 | i
sets : | k=1, 2, ..., 100
1 1
1 1
FCB clustering i i
LS| = — | LSw | TSo || — P
| i
1 1

Fig. 3. Sub-method II: Choice from intermediatetptgpes.
Experiments fori = 50, 200, 1000 intermediate prototypes were peréal. Final prototypes were

created with a help of sub-method | or sub-methpsiol as a result six final classification restitiseach
database were obtained.
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Table 1. Comparison of both sub-methods.

Aspect Sub-method | Sub-method I1
Initial prototype matrix Constant for a given dadab Randomly changed
Final prototvoes creatin New, created based on Chosen from
P yp 9 intermediate prototypes intermediate prototypes

Final prototypes assignment Separate for eachitepsubset  Common for all learning subsets

Seven commonly used benchmark databases were difpligerify the obtained classification
quality: banana, breast-cancer, diabetis, heart, Ripley data, titanic, thyroid. All of them consist of objects
assigned to two classes. They represent synth®tinarfa, Ripley data), non-medical t{tanic) as well as
medical data (all four remaining). The structuredafa is also various — different number of feature
different proportions between learning and tessogsets. Databases were obtained on December 2009
from http://ida.first.fraunhofer.de /projects/beftdnchmarks.htm where they were represented by 100
pairs of learning and testing subsets. This sodoss not include thRipley data, so the originaRipley
learning and testing subsets were joined and ratyddivided into 100 pairs of subsets.

Fuzzy if-then rules in the Takagi-Sugeno-Kang fomere chosen. Fuzzy sets in antecedents had
Gaussian membership functions, whereas conseqoadténear functions. Antecedents parameters were
determined directly basing on the final prototypesparticular the final prototypes were establdlas
centers of Gaussian functions. Consequents paresnetre determined with a help of modified Ho-
Kashyap algorithm [10]. The Ho-Kashyap algorithmaisnethod of determining the weight vector of
linear classifier. The minimized criterion of itsodified version includes, controlled by regulariaat
parameter, additional component responsible fangied) the classifier complexity.

3. RESULTS

The FCB clustering and sub-methods results. Figure 4 presents objects from the first learning
subset of synthetic databdsaana. Objects from both classes are marked by star arsdgymbols. The
FCB clustering into 8 clusters is shown. Circlgsresent the initial, randomly chosen prototypestéot
clustering, prototype moving process during itenasiwas marked by black lines and points. As it by
seen, most of prototypes moved towards boundamwyedset classes. Eight prototypes obtained directly as
a result of the FCB clustering are marked by triesgFigures 5 and 6 show the same dataset and also
eight, but final prototypes obtained using sub-radth(Figure 5) and sub-method Il (Figure 6).
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Fig. 4. The FCB clustering prototypes.
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In case of prototypes from the Figure 4, two oihtha&re very similar, so only seven triangles may
be seen. Such situations was one of reasons fdyiagphe sub-methods. Taking into consideratioa th
correctness of prototypes location it should beedtthat most of them are located near boundarydwsst
two classes, but they are not distant from eackro#nother situation occurs in case presentedhen t
Figure 5 — final prototypes are near boundary dsasgethey are far away from each other. Therenate
very similar prototypes. Analysis of prototypesnfrahe Figure 6 may rise doubts about correctness of
their location. However, it should be emphasizédt in case of sub-method Il the final prototypes a
common for all learning subsets, whereas Figurems f4 to 6 present only first subset. What is more
important, the classification results are betteewlusing final prototypes from sub-method Il. Takin
into account, that the presented FCB clustering laotth sub-methods are dedicated to classification
algorithms, the correctness of prototypes locasbould be evaluated mainly basing on classification
results.
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Fig. 5. Final prototypes from sub-method I.
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Fig. 6. Final prototypes from sub-method II.

Classification results. Quality of the classification based on the fuzizthen rules obtained from the
final prototypes was compared with the results ged by the Lagrangian Support Vector Machines
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(LSVM) method [11]. It is modified (faster) versiasf one of the best classifiers - Support Vector
Machines. The LSVM parameters values were alsaméated by using the first ten pairs of learning and
testing subsets.

Table 2 presents the classification results (méassification error and its standard deviationdibr
100 testing subsets) obtained by using both sulradstand for three different numbers of intermediat
prototypes ¢i). Results for the LSVM are also shown. Followirgues of the FCB parameters were
assumedm = 2,« = 5000,L = 10. Columns describes the following databasegifiming from the left):
banana, breast-cancer, diabetis, heart, Ripley data, titanic, thyroid.

Table 2. Benchmark databases classification resa#tan classification error (standard deviation).

BAN BRE DIA HEA RPL TIT THY

LsvM 10.34 2520 23.14 1568 9.46 2246  4.15
(0.43) (3.96) (1.69) (3.35) (0.55) (1.25) (2.31)

10.65 27.27 23.28 1561 9.60 22.53 3.92

@=50 (047) (468 (1L76) (307) (0.56) (122) (215)

Sub-
method ci =200
I

10.60  26.86 23.26 1561  9.54 2248 327
(0.47)  (4.96) (1.75) (307 (0.56) (L14) (L87)

10.58 25.94 23.21 1561 9.53 22.47 391

G=1000  (047) (458 (179 (307) (057) (1.25) (220)

10.67 25.12 23.70  18.42* 9.60 21.96 3.12

4=%0 (049) (422) (363) (849) (0.55) (L00) (170)

Sub-
method ci =200
I

1052 2505 2262 23.22¢ 11.67* 2226  3.69
(0.49)  (4.25) (1.74) (12.99) (8.86) (100) (1.86)

10.57 25.29  25.52* 15.61 9.59 22.30 3.88

@=1000 051 (408 (9.49) (307) (053 (100) (2.19)

The applied modified Ho-Kashyap algorithm requicefculation of the inverse of matrix. In four
cases marked by asterisks in Table 2, problems pétforming that operation were observed, which led
to higher values of classification error and maii$ystandard deviation. It should be remindedi tha
sub-method Il the final prototypes are chosen lgasim classification of 10 first pairs of learningda
testing subsets, and they are common for all 18fhieg subsets. So it may happen, that they are not
appropriate for some of the remaining 90 subsets Gause problems with calculating the inverse of
matrix. The identical result in 4 caseshabrt database should be also commented — detailedsaaly
showed, that in these cases the modified Ho-Kashiggithm led to local minimum.

In the presented work, only for synthetic databasesnana andRipley data, the better (in relation
to the LSVM) results were not obtained. For allestiatabases, which represent mainly medical tiega,
better results were achieved. In most cases, bésicer values of classification error, lower valugs
standard deviations were noticed. The better (atiom to LSVM) values are written in bold in Talite
For thyroid database the better results were obtained inbalNariants. For this database the highest
improvement was achieved: 3.12% (1.70) in relato®.15% (2.31) for the LSVM. Taking this into
account, the presented FCB clustering with addii@ub-methods should be regarded as appropriate to
application to classification algorithms. Presentedthodology was also applied to classification of
cardiotocographic signals for prediction of newboamdition [7,8], and results were also better tfwan
the LSVM. The higher duration time of sub-methodeBulted in high classification quality — as itynee
seen in Table 2 — the best results were achieveth wking the sub-method II.
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4. CONCLUSIONS

In the proposed work, the fuzzy clustering methie@E) dedicated to classification algorithms was
described. Its goal is to find the prototypes whask located near boundary between two classes o
objects. The method provides good results, howéere are situations, when not all of obtained
prototypes are located appropriately. Thus the Fistering is applied to obtain intermediate
prototypes. Using these prototypes and the intredw@additional sub-methods (clustering of intermiedia
prototypes or choice from intermediate prototypésgl prototypes determining classifier fuzzy hien
rules are obtained. Sub-methods were developect tdifferent in three important aspects concerning
initial prototype matrix, prototypes creating aheit assignment to learning subsets.

The usefulness of the presented methods to cleatsifin algorithms was proved by achieving high
classification quality for different, including miedl benchmark databases. In case of all medical
databases, the obtained classification error wagrdhan provided by the one of the best classifier
Lagrangian SVM (LSVM). The highest improvement veafiieved for medical databagroid: 3.12%
(2.70) in relation to 4.15% (2.31) for the LSVM. &laim of the presented work was to initially verify
usefulness of proposed methods to classificatigorahms. Methods were applied only for benchmark
datasets. The results for this data are encourabungfurther improvements and tests are neceskary.
general, well developed and tested classifier malp hn medical diagnosis. However, it is only
clinician’s support — the clinician’s role is irdlepeable.
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