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APPLICATION OF SUPPORT VECTOR MACHINES  
IN AUTOMATIC HUMAN FACE RECOGNITION 

This paper presents the possibilities of applying the Support Vector Machines (SVM) in the process of 
automatic human face recognition. It is described how the existing methods of face recognition can be improved 
by the SVM. Moreover, a new approach to the multi-method fusion utilising the SVM is proposed. Usefulness 
of all the methods described in the paper improving the face recognition effectiveness by the SVM is confirmed 
by the experimental results. 

1. INTRODUCTION 

At first an idea of automatic face recognition should be described. It can be imagined that 
there is a system which acquires an image or a set of images as an input data, processes them, 
detects faces in these images and generates feature vectors describing each detected face. 
Furthermore, such a system is able to compare two feature vectors and calculate similarity between 
them in a form of the normalised similarity value. This makes it possible to assess similarity 
between any two given images containing faces in an automatic way (i.e. without human attendance 
or interaction). As a result, such a system discriminates between different faces and fulfils four 
main identification tasks [4]: classification, known-unknown problem (checking whether an image 
belongs to one of the defined classes or to none of them), verification, full identification. 

Automatic face recognition can be divided into following phases of processing [11]: face 
detection, feature extraction, feature vector comparison which enables identification. There are 
various methods that are used during these steps, but their detailed description will be omitted in 
this paper. The interested reader is referred to [5, 11]. However, at every stage the Support Vector 
Machines (SVM) technique [2] can be used to improve the effectiveness of recognition. 

2. SUPPORT VECTOR MACHINES 

The SVM is a learning machine which solves two-group classification problems, but it can be 
enhanced to multi-class cases as well. The SVM based processing consists of two stages: learning 
and classification. 
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IMAGE PROCESSING 

Learning aims at finding an optimal hyper plane separating a classified, linearly separable 
training data set: (y1,x1), ..., (yn,xn), yi∈{-1, 1}, where xi are vectors in N-dimensional input space 
and yi are class labels. The hyper plane defined by 00 =+⋅ bxw0  is found by maximizing the 
margin ρ between classes (1) and the normal vector w0 can be expressed as a linear combination of 

vectors from the training set ( ), where αi
0 are non-negative Lagrange multipliers 

which are obtained during the optimization process. Each vector from the training set is associated 
with one α and it is worth noticing that relatively small number of α has non-zero values. Vectors 
with non-zero α are termed support vectors and are used further for classification. 

∑=
=

n

i
iiy

1

0
i0 xw α

 
w
wx

w
wxw

xx

⋅
−

⋅
=

−==
maxmin

}1:{}1:{ yy
,b)ρ(  (1) 

When the training process is finished, the SVM allows for classification of vector x, basing on 
the calculated decision surface (2). The main disadvantage of this solution is the assumption that the 
input data set must be linearly separable. However, it has been proved [2] that if this requirement is 
not satisfied, linear separability can be achieved by adding dimensions to the input space, which can 
be done by substituting dot-products of vectors in the input space with kernel functions K(u,v). In 
this case the decision surface is calculated as presented in the Eq. (3). 
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The most popular kernel functions, solving the majority of classification problems are: linear, 
polynomial and radial basis functions (RBF). The most serious problem concerning the SVM is the 
choice of a representative training set. Depending on it, the SVM manages or not to find a general 
rule during learning, which determinates its effectiveness in solving classification problems. The 
training set can be chosen by simple drawing sets of samples belonging to each class. However, the 
initial research have shown that genetic algorithms may be quite effective for this purpose. 

3. SVM FOR FACE DETECTION 

Generally, face detection aims at finding position of eyes in the image, because this 
unambiguously defines location of a face. This is the first and very important step in the automatic 
face recognition and it is crucial to minimize detection errors. If a face is detected incorrectly or 
with little precision, it is virtually impossible to recognize it afterwards. 

The SVM can be used to verify whether an image is containing a face or not. However, the 
SVM operates on normalized images of constant size and with eyes placed in fixed positions. To 
detect a face of any size in an image only with the SVM, it is necessary to scan the whole image 
scaled with various factors in order to conform to the normalized size of a face [7]. Such an 
approach is very time-consuming and cannot be applied in real-time systems. A reasonable method 
is to divide the detection into two steps. During the first one, areas in which probability of finding a 
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face is high, should be identified. The second step verifies with the SVM whether these areas really 
contain faces or not. 

 

Fig. 1. A face image with detected ellipses. The numbers indicate the confidence of finding an ellipse. In the second 
step of the detection only one ellipse was classified by the SVM as a face and its eye positions are marked in the image. 

The elimination in the first step is done by finding ellipses of different sizes which potentially 
are face contours (Fig. 1). Then the positions of eyes within these ellipses are found, so that 
potential face images could be normalized and verified by the SVM. Examples of such images are 
presented in Fig. 2. Ellipses are detected using the Hough transform, which is a relatively quick 
method and allows for real-time processing. Thanks to this approach the SVM is used for a small 
number of images and the detection process is not too time-consuming. 

    

Fig. 2. Geometrically normalized face images after ellipse detection. Such images are verified by the SVM (two images 
on the left side were not classified as faces, whereas those on the right side were accepted). 

The experimental results presented in Tab. 1 have confirmed that the detection precision has 
significant influence on the recognition rate and that the SVM verification technique is very 
efficient. Its effectiveness is much higher than the effectiveness of verification based on template 
matching with an average face image. 

4. FEATURE VECTOR COMPARISON 

Feature extraction is a highly complicated task due to the multidimensional nature of a human 
face. However, it has been proved that a greyscale image itself contains redundant information that 
should be eliminated in order to recognize an object in the image [10]. Feature extraction 
( ) renders projection from the N-dimensional normalized image space, in NnFE nN <ℜ→ℜ ,:
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which primarily a face is located, into a new face space which has much less dimensions. Among 
the most popular feature extraction methods that are used for face images are the Eigenfaces 
method [6, 10] and the Elastic Bunch Graph Matching (EBGM) utilizing the Gabor Wavelets [8]. 
The majority of other methods is based on these two mentioned above. 

As a result of the feature extraction, a face is represented by a point in the so called face space 
which can be treated as a feature vector. However, not only should the feature extraction method 
generate feature vectors, but it also should be able to measure the similarity between any pair of 
them (S(v1, v2)). The most straightforward way is to calculate it as an inverse of the Euclidean 
distance between two points in the face space (4). This method usually performs well, but does not 
take advantage of specific properties of the face space, which effects in losing important 
information. This may be avoided by utilizing the SVM for comparing feature vectors, because its 
decision surface may be far better fitted to the face space than the Euclidean distance. To compare 
two feature vectors v1 and v2 with the SVM, it is necessary to calculate the absolute difference 
vector vd (4), which can be classified as having either intra-personal or extra-personal nature. 
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The intra-personal difference vectors are created by subtracting two feature vectors extracted 
from two different images of the same face. The extra-personal ones come from two images of 
different faces. The SVM should be trained with two sets of difference vectors (one set contains 
intra-personal, the second extra-personal ones). After that the SVM is capable of classifying 
difference vectors derived from any pair of feature vectors. Such an approach allows for the 
independence of vectors that are being classified from the training set. The SVM is trained 
universally and is not suited to a certain group of classes. 

The performed experiments confirmed that the SVM for feature vector comparison 
outperforms the Euclidean distance method for both the Eigenfaces and the EBGM methods in the 
case of the Feret database [9] (Tab. 2). 

5. MULTI-METHOD FUSION 

There are various feature extraction methods that can be applied for face recognition. They 
often take into account different features of a face and they are mutually complementary. For 
example, the Eigenfaces method presents a holistic approach to face recognition, whereas the 
EBGM concentrates on local features. It is therefore reasonable to join various methods to improve 
the effectiveness of recognition [5].  

For every single image each feature recognition method generates one feature vector and for 
each pair of images it produces one similarity Si. Hence, for k methods each pair of images is 
assigned with k similarities. Then such a similarity vector must be transformed into one final 
similarity measure S. In this way, this transformation is a fusion of k methods. The fusion can be 
done by calculating the average of k similarities Si (5a), but the experiments revealed that it is more 
effective to use the weighted mean instead (5b). In this case each method is assigned with an 
importance factor wi, which should be proportional to its effectiveness. 
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Unfortunately, it is quite difficult to find optimal weights wi. In this case, the SVM is very 
useful again. A vector of similarities can belong to either of two classes. It can be derived from two 
images of the same person or of two different ones. It is therefore possible to train the SVM in such 
a way, that it classifies vectors of similarities. The outcome of the classification is treated then as 
the total similarity S. This approach proved its effectiveness in the experiments (Tab. 3). 

6. EXPERIMENTAL RESULTS 

The experiments were conducted on 1000 images of 395 different persons from the Feret face 
image database [9]. The SVM in all cases was trained with data derived from the Feret database, 
but from samples different from the tested set. During the experiments the tested data set was 
divided into a template set containing one face image of every person (that is 395 images) and a 
query set containing the rest (that is 605) images. Every image from the query set was compared 
with all the images from the template set and the similarities were sorted in descending order. The 
recognition rank was a place in the sorted list of a correct image, that is belonging to the same 
person as the tested one from the query set. Hence, if the recognition rank was equal to 1, an image 
was considered to be recognized correctly. The recognition rate was a percentage of correctly 
recognized images in the query set. 

Face detection precision was measured according to the difference between the original and 
detected eyes location ( for the left and LΔ RΔ for the right eye). This difference was divided by the 

distance between the eyes (D) to calculate the detection error
D

RL
d 2

Δ+Δ
=δ . The tests were 

performed for the template matching technique of verification and for four SVM verifiers. The 
SVM was used with the Radial Basis Functions (RBF) kernel and trained with various training data 
sets. The first three columns of Tab. 1 contain the percentage of tested images for which the 
detection error was smaller than dδ  (8%, 11% and 16%). The forth column presents the recognition 
rates for all the detection cases. The SVM was trained with four different training data sets and it 
can be noticed that the choice of the training data strongly affects the results (ranging from 71.1 % 
to 73.4 % in the case of the recognition rate). The best detection result for the SVM (88.8 % for 

%8<dδ ) was achieved by applying a simple version of genetic algorithm [3] for choosing the 
training set. The rest of the sets, for which the results are poorer, was generated randomly. 

During the experiment an influence of detection error on recognition rate was checked as 
well. For comparison, the recognition rate for perfectly detected eyes (the positions pointed by 
human) was calculated and presented in Tab. 1. It is noticeable that the recognition rate depends 
strongly on detection precision. 
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Table 1 Influence of detection precision on recognition rate. 

Detection precision 
Detection method %8<dδ  %11<dδ %16<dδ  Recognition rate 

Template matching 79.8 % 86.5 % 90.1 % 65.6 % 
86.2 % 92.9 % 94.6 % 71.1 % 
86.7 % 93.5 % 95.0 % 71.6 % 
87.1 % 93.7 % 95.1 % 72.0 % 

SVM 

88.8 % 95.1 % 96.9 % 73.4 % 
Perfect detection 100 % 100 % 100 % 91.1 % 

 

Table 2. Recognition rate for different feature vector comparison methods. 

Feature extraction method Comparison method Recognition rate 
Euclidean distance 71.7 % 

SVM with RBF kernel 72.7 % Eigenfaces 
SVM with polynomial kernel 75.9 % 

Euclidean distance 88.8 % 
SVM with RBF kernel 89.9 % EBGM 

SVM with polynomial kernel 89.4 % 
 
The second experiment was conducted to assess the effectiveness of several feature vector 

comparison methods. In order to avoid detection error propagation, the perfect detection was 
applied. During the test, feature vectors generated by the Eigenfaces and the EBGM methods were 
being compared, at first by measuring the Euclidean distance and then by utilizing the SVM 
classifier. In both cases the SVM gave the best results (Tab. 2). For the Eigenfaces a polynomial 
kernel  was the most effective, whereas for the EBGM the RBF one 2)1(),( +⋅= vuvuK

)/exp(),( σvuvu −−=K . 
The last experiment tested a possibility of improving the recognition results by using the 

multi-method fusion. At first, four methods were tested separately and after that they were joined. 
These methods were: the Eigenfaces, the EBGM, the Fisherfaces [1] and the Eigenfaces with 
Mahalanobis distance (EFMAH). 

The fusion was done primarily by calculating an average of partial similarities and then by 
using the SVM with linear kernel vuvu ⋅=),(K . The results (Tab. 3) allow to conclude that by 
fusing many methods it is possible to achieve better recognition rate than for single methods. 
Moreover, the SVM proved to give higher recognition rate in all tested cases. 
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Table 3. Recognition rate for multi-method fusion. 

Single methods Multi-method fusion 
Recognition rate Method Recognitio

n rate Fused methods 
Average SVM  

Eigenfaces 75.9 % Eigenfaces + EBGM 90.9 % 90.9 % 
EBGM 89.9 % Eigenfaces + EFMAH 76.0 % 76.9 % 

Fisherfaces 75.4 % Eigenfaces + EFMAH + 
EBGM 91.1 % 91.6 % 

EFMAH 72.0 % All methods 90.1 % 91.7 % 
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Fig. 3. Cumulative recognition rates for several methods and for multi-method fusion. 

In Fig. 3 the cumulative recognition rates are presented. It can be observed that face 
recognition performs better for all recognition ranks when feature vectors are compared with the 
SVM. Also the multi-method fusion gives the highest recognition rate for every rank. The described 
experiments have confirmed that the SVM is very useful for human face recognition and can 
improve the results significantly. 

7. CONCLUSIONS AND FUTURE WORK 

In this paper the possibilities of applying the SVM in automatic face recognition have been 
presented. The performed experiments confirmed that the SVM may improve the results on every 
stage of this process. The main problem that should be solved in the future is to construct a method 
of choosing the optimal training data set. The application of genetic algorithms in this area is very 
promising and should be deeply analyzed.  
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Moreover, further applications of the SVM are planned to be tested. Particularly, it may be 
possible to apply specific methods depending on image characteristics. The SVM would classify an 
image and choose the most effective technique of processing. Initial experimentation suggest that 
such an approach could be very effective especially for image normalization. 
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