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One important application of gene expression microarray data is classification of samples into categories, 
such as the type of tumor. A classifier using Multiclass SVM [4] (Support Vector Machines) is described in this 
article. Our classifier involves dimension reduction using Multivariate Partial Least Squares (MPLS) for 
classification more than two classes. We use also two methods based on binary classifications: One-Against-All 
[5] and One-Against-One [6]. These three methods have been tested on a data set involving 125 tumor/normal 
thyroid human DNA microarrays samples. There are 66 Papillary throid carcinoma, 32 follicular throid 
carcinoma and 27 normal tissues. The most important thing is to find small number of genes that discriminate 
between these three classes with good accuracy. The best genes can be selected for Q-PCR validation. Molecular 
markers differentiating between throid cancer and normal tissues can help in clinical diagnostics and therapy 
methods. For error estimation we are use the bootstrap .632 [8] technique. Major issue with bootstrap estimators 
is their high computational cost. That is why we use a OpenMosix with MPI (Message Passing Interface) cluster 
technology for this system for parallel computation. space. 

1. INTRODUCTION 

The most common application of microarray analysis is classification samples into 
different classes. Such a classification can be used for early diagnosis and for choose the 
best therapy methods. Support vector machines SVM [1,2,3] is one of the classification 
method that gives very good results. For classification into more than two classes we 
compare three classifications methods: Multiclass SVM (MSVM) [4], One-Against-All [5] 
and One-Against-One [6]. The most problem causes huge dimension of data arrays. The 
problem is that we have much more genes (several thousands) than number of observations 
(in our case 125). Traditional statistical methodology for classification does not work when 
there are more variables than samples. Thus, methods able to cope with the high 
dimensionality of the data are needed. This is very important, because a small lists of genes 
are very useful for understanding mechanism of cancer formation and metastasis. 
Significant aspect is to build a good tool for multiclass classification that uses small number 
of genes. In this case we can use it not only for microarrays analysis, we also can use it as a 
diagnosis tool that used Real-time quantitative PCR (Q-PCR). This method allows reducing 
costs and can be applied for general diagnostics investigation. In this paper we use 
multivariate partial least squares MPLS [7] for dimension reduction. It is very important to 
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design the classifier from the sample data and then apply an error estimation procedure. In 
our case we use 0.632 bootstrap estimator [8]. It was shown that the bootstrap estimators, in 
particular the 0.632 estimator, gives better performance than cross-validation and 
resubstitution for relatively small sample microarray classification [9]. The bootstrap 
methodology is a general resampling strategy that can be applied to error estimation. The 
0.632 bootstrap estimator 
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where N is number of classes. 
The main weakness of classification methods with bootstrap estimators is their high 

computational cost. For this reason we used a OpenMosix with matlab toolbox MatlabMPI 
(Message Passing Interface) for parallel computation. Scheme of this classifier using 
support vector machines is shown in Fig1. 

 

Fig.1. Scheme of classifier using support vector machines SVM 
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2. DATA STRUCTURE 

We have conducted calculations based on real patient data. Our dataset include 125 
probes of thyroid carcinoma with multiple classes: papillary thyroid cancer (PTC), follicular 
thyroid cancer with follicular adenoma (FTC+FA) and normal thyroid tissue (NmHy). The 
most important task is to find small number of genes that discriminate between our classes 
with the smallest error rate. That means that we search for molecular markers to understand 
the molecular basis of metastasis of various cancer. The number of samples in each class is: 
PTC 66 samples, FTC+FA 32 samples, NmHy 27 samples. 

3. MULTIVARIATE PLS ANALYSIS 

For gene expression data the number of tissue samples is much smaller than the 
number of genes, that is why the dimension reduction is needed. The goal of dimension 
reduction methods is to reduce the high dimensional predictor space (in our case genes 
space) to a lower dimensional space. There are some techniques such as Principal 
Components Analysis PCA and Partial Least Squares PLS. PCA procedure reduce the high 
dimensional data without regard to response variation. In contrast to PCA, PLS components 
are chosen so that the sample covariance between the response and a linear combination of 
the predictors is maximum. For that reason PCA is worse than PLS in prediction [10] and is 
not implement in our classifier. 

To describe PLS some notations are required. Let X be an N x p matrix of N samples 
and p genes. denote the N x 1 vector of response values, in our case indicator of tissue 
class. In PLS the components are constructed to maximize the objective criterion based on 
the sample covariance between 

y

y and linear combinations of genes . Thus, we find the 
weight vector satisfying criterion: 
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Subject to the orthogonality constraint 
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Because we can find more than one component in our program every next vector  is 
considered with smaller weight corresponding to variation that this component explain. The 
weights of each components equal to normalized covariance . For classification 
with SVM we use only genes that obtain the maximal summarized weights. We don’t use 
calculated components for classification, but we use weighted components for build genes 
ranking and the best genes are used in our classifier. The best genes have the highest 
summarized weights and we take only 30 best genes. 

w

),cov( yXw

PLS technique can be applied to dimension reduction problems on different ways: 
multiclass - we use PLS ones to solving multiclass problem, One-Against-All approaches in 
which we search so much times genes as we have class to separate members of that class 
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form members of other classes, and One-Against-One similarly to separate members of one 
class from members of the other. For our needs we introduce notation PLS+MCLASS for 
multiclass approach and similarly PLS+OvO, PLS+OvR. 

4. SUPPORT VECTOR MACHINES SVM 

Originally support vector machines was designed for two class problems. There are 
two approaches for multiclass classification. In the first case we can combine more two-
class classifier, and in the second case we can compare all class in one optimization 
problem. In our program we use One-Against-One (OvO), One-Against-Rest and multiclass 
approach (MSVM). In OvR we separate with two class SVM members of each class from 
members of other classes. In OvR we separate members of one class from every other class 
separately. Let S represent set of N points   for i=1,2,…,N. The principle of the 
SVM is to determine optimal hyperplane that split S into two half spaces which correspond 
to the two distinct classes and reserve the maximum geometric margin between 
corresponding class and the hyperplane. Determination of the membership to class -1 or 1 is 
done by assigning  to relevant. When the data set is linearly separable, that means satisfy 
condition of existence  such that: 
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for i=1,2,…,N. 
The pair (w,b) defines hyperplane: 

 0, =+>< bxw  (6) 

To find optimal solution it is necessary to find hyperplane which maximizes the 
distance between (w,b) and the nearest point. Hence, the solution (w,b) maximize 
expression (primary problem): 
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Dual problem is: 
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Solutions  satisfies condition: ),(, *** bwα
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Finally the classifier can be written as follows: 
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Of course solution is valid only for linearly separated cases and linear kernel. In our 
case the best results were obtained for linear kernel in all cases: OvR, OvO and MSVM. 

5. RESULTS 

Numerical experiment include all three cases OvO, OvR and multiclass. For each 
approaches we executed 500 bootstrap iterations for our thyroid tissue set. In every case we 
perform dimension reduction using PLS procedure choosing 300 best genes according to 
approaches PLS+OvO, PLS+OvR and PLS+MCLASS. To make gene ranking every gene, 
which was in first 300 genes receives one point in each iteration. In Tab.1 we show 
accuracy results acc and 95% confidence interval (accL, accH) estimated with percentile 
method. 

Table 1. Classification accuracy for OvR, OvO and MSVM 

Dimension reduction method 
PLS+OvR PLS+MCLASS PLS+OvO Classification 

method acc accL accH acc accL accH acc accL accH 
MSVM 0,918 0,858 0,981 0,884 0,818 0,951 0,923 0,853 0,989

OvR 0,911 0,851 0,964 0,885 0,815 0,940 0,919 0,824 0,978933

OvO 0,909 0,843 0,968 0,885 0,811 0,979 0,903 0,831 0,970

 
As we can see the best results we obtain for multiclass classifier MSVM, but in case 

when the PLS+OvO approach was used. For this case accuracy for different genes number 
is shown in Fig.2. 

 201



MEDICAL MODELLING AND MEDICAL FEATURES EXTRACTION 

 

Fig.2. Classification accuracy for MSVM as function of the genes 

Analysis of genes ranking figure shows that there is relatively small number of genes 
that was at least one times in firs 300 best genes in whole 500 iterations. In case of classifier 
with PLS+OvO dimension reduction we have 341 such genes. 

 

Fig.3. Genes ranking 
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We also build classifier that use 30 PLS components to compare the results. That 
means we don’t use PLS procedure to find the best genes, but to choose the best variation 
directions (“super genes”). In this case we calculate weighted genes components and use it 
for classification. In Tab.2 we show accuracy results acc and 95% confidence interval 
(accL, accH) estimated with percentile method for this approach. 

Table 2. Classification accuracy for OvR, OvO and MSVM for classifier with the best 30 “super genes” 

  acc accL accH 
MSVM 0,924 0,865 0,965
OvR 0,925 0,866 0,965
OvO 0,921 0,865 0,966

 
As we can see the result is better than classifier with PLS dimension reduction, but we 

need all genes to build our PLS components. Because we need all genes we can’t reduce the 
costs of diagnostics investigation with Real-time quantitative PCR (Q-PCR). This approach 
can be useful only for microarrays dataset. 

6. CONCLUSION 

In this work we construct classifier that compares three multiclass methods. PLS 
modification permit use is for find best genes list. We need to validate presented in this 
article results with biological knowledge. That means we need to proof our genes list witch 
QPCR method. Then we can question of usefulness our system for diagnostics. We must 
underline that employed parallel computation makes possible work with bigger data sets. 
This makes possible to obtain more reliable classifier with less classifier error and can help 
to find new genes that take part in neoplasia. In this article we take pressure to find 
relatively small numbers of genes and not to find classifier witch smallest error rate. We use 
PLS methods not in conventional adaptation but as procedure to find the best genes. 
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