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DETERMINING SIGNATURES’ CHARACTERISTIC FEATURES USING STATISTICAL 
METHODS  

Many signatures verification systems have been developed so far. Most of them have some common algorithms and 
solutions. The problem is that authors of the solutions usually present the final results of a working system. They do not reveal effects 
of the particular components. This is why other researchers do not know which element improves the results and is worth using. This 
paper shows how to estimate, in an easy way, if the selected component/set of data/feature gives good results. 

1. INTRODUCTION 

The handwritten signature is a biometric attribute. It is the most common validation tool for documents or commercial 
transactions. But it also can be used in such systems that need to ascertain an attendance of a person (e.g. time clock and 
timekeeping systems). Signatures can be verified either on-line[12] or off-line [4]. Recently, many methods and models have 
been developed for automatic on-line signature verification, like linear regression, Regional Correlation, Tree Matching, 
Hidden Markov Models and many more.  

Signature verification can be treated as a decision-making process, where the original signature is compared to another 
signature. This process consists of a few steps, but the final solution provides user with information only about the main 
algorithm (like e.g. Hidden Markov Model). The main algorithm is used to compare two sets of data (each set represents one 
signature). The complete solution contains also other algorithms which are used to prepare the data sets (during so called pre-
processing phase). But researchers reveal information about efficiency of the whole system, not of the particular components. 
This is the reason other researchers are unable to decide which components (algorithms) are worth using in their solutions.  

Quite similar situations occur during defining the data set. Selecting a good set of characteristic features of a signature 
is a very important step in designing a signature verification system. Also in this case, the researchers usually do not reveal 
why they picked up these features and not the others.  

This paper presents the results of a research that shows the influence of different algorithms and data sets on the 
efficiency of the verification system. Our system is based on linear regression and Dynamic Time Warping (DTW) algorithm 
that is used to align sequences of different length (equal sequences are needed as input data for linear regression approach). 
This system was tested under different data sets and parameters of algorithms (e.g. types of distance for DTW algorithm, 
turning off and on rotation, etc). This way of testing shows the influence on efficiency of each algorithm and set of data 
separately.  

2. CHI-SQUARE INDEPENDENCE TEST  

The tested system allows to turn off/turn on particular algorithms to analysis and build different input data sets. Most of 
possible combinations have been checked. In consequence of that the system gave back 3705 results describing efficiency 
(EER, FAR, FRR [4]) under different settings. A Chi-square test of independence has been applied to estimate which 
components have an influence on the system. There has been also checked how each component (and its settings) affects the 
final result (it improves or deteriorate one).  

One of the primary use of the chi-square independence test (
2χ ) is to examine whether two variables are independent 

or not (comparing frequencies of one nominal variable to different values of a second nominal variable). Independence means 
that the two factors are not related.  

The first step of the chi-square independence test is to establish hypotheses. To do that, the contingency table is needed 
(Table 1), which is a table of counts. A two-dimensional contingency table is formed by classifying subjects by two variables. 
One variable (X) determines the row categories; the other variable defines the column categories (Y). 
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Table 1. Contingency table 
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The null hypothesis is that the two variables are independent:  

 H0: P(X = xk, Y = ym) = P(X = xk) . P(Y = ym).   (1) 

The alternative hypothesis to be tested is that the two variables are dependent: 

 H1: P(X = xk, Y = ym) ≠ P(X = xk) . P(Y = ym);  (2) 

by an established level of significance α . 
To verify the above hypothesis the chi-square statistic is calculated by the following formula: 
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where: 
nij – number of observations that meet condition xi and yj, 
m – number of columns of contingency table, 
k – number of rows of contingency table, 

ijn  – number of expected observations that meet condition xi and yj. 
The expected value for each cell of the table can be calculated using the following formula: 
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where: 
m – number of columns of contingency table, 
k – number of rows of contingency table, 
n – total number of observations. 
Next, the critical region of test is obtained from chi-square distribution table[8]: 

 [ )+∞− ,2
,1 fαχ   (5) 

where: 

α  − established level of significance, 
2χ − chi-square statistic, 

f  − degrees of freedom  
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 ( -1)( -1)f k m=   (6) 

When the computed 
2χ  statistic belongs to the critical region of test, then the null hypothesis is rejected. Otherwise the 

null hypothesis is accepted. α indicates the probability of making an error when the null hypothesis is rejected. By adjusting 
the value of α  the required critical region can be obtained. During the tests it has been tried to achieved as low value of α as 
possible to rejected the null hypothesis. 

The influence on EER factor following features/variables has been tested by chi-square independence test: 
- types of variables used by linear regression, 
- types of DTW distances, 
- number of variables used by DTW, 
- types of variables used by DTW, 
- signature rotation. 
The EER output results have been divided into 7 ranges: 

Table 2. The EER Ranges 

Name of range Range 
Excellent <0,5) 
Very good <5,7) 
Good <7,9) 
Average <9,13) 
Poor <13,16) 
Bad <16,20) 
Very bad <20,100> 

 

Table 2 is common for all following tests in this paper. 

3. SIGNATURE SIMILARITY MEASURE  

Sim is a quality of fit measure between two multidimensional sequences X and Y, which contain data describing two 
compared signatures. 

As a Sim the ER2 factor is used [2]: 
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( )j jx y – average of the j-th dimension of the sequence ( )j jx y , respectively.  
As it was mentioned above, the compared sequences (X,Y) can be multidimensional – so they can have many variables 

at each point. In our tests it was investigated if the EER factor depends on the number of variables used to calculate ER2 and 
which variables give the best results. The contingency table (table 3) for ER2 calculated with different combination of 
coordinates x, y and p (pressure): 
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Table 3. Contingency table for ER2 

 
ER2

xyp ER2
xy ER2

xp ER2
yp ER2

x ER2
y ER2

p 
 

Excellent 79 74 1 49 0 33 0 236 
Very good 27 25 19 71 19 88 0 249 
Good  43 46 56 47 54 42 3 291 
Average 167 163 74 83 79 65 35 666 
Poor 82 83 120 111 128 119 71 714 
Bad 75 77 102 76 106 82 132 650 
Very bad 63 61 156 91 142 99 287 899 

 536 529 528 528 528 528 528 3705 
 
In the next step, the expected values have been calculated: 

Table 4. Expected values of ER2 

 
ER2

xyp ER2
xy ER2

xp ER2
yp ER2

x ER2
y ER2

p 
 

Excellent 34,14 33,69 33,63 33,63 33,63 33,63 33,63 236
Very good 36,02 35,55 35,48 35,48 35,48 35,48 35,48 249
Good  42,09 41,54 41,47 41,47 41,47 41,47 41,47 291
Average 96,34 95,09 94,91 94,91 94,91 94,91 94,91 666
Poor 103,29 101,94 101,75 101,75 101,75 101,75 101,75 714
Bad 94,03 92,80 92,63 92,63 92,63 92,63 92,63 650
Very bad 130,05 128,35 128,11 128,11 128,11 128,11 128,11 899

 536 529 528 528 528 528 528 3705

From the formula (3)
2χ has been calculated:  

2χ =646.05 ; 
and the critical region from the formula (5) has been determined: 

[ )89.32,+∞ ; 
where:  

α  − established level of significance = 0.000002, 

f  − degrees of freedom =36 (from the formula (6)) 

The 
2χ  statistic belongs to the critical region of the test so the hypothesis about independence ER2 and EER is rejected. 

Moreover, from table 5 (differences between observed and expected values respectively) there can be observed which 
combinations of variables have the strongest influence on EER. 

It can be noticed that the best results are observed for the set of three variables (x,y,p). Quite good results can be 
achieved also for two variables (x,y). The interesting thing is that using variable p (pressure) with combination of x or y gives 
not satisfactory results.  

 44 



BIOMETRICS 

Table 5. Differences between observed and expected values respectively 

 
ER2

xyp ER2
xy ER2

xp ER2
yp ER2

x ER2
y ER2

p 

Excellent 44,86 40,3 -33 15,4 -34 -0,6 -34 
Very good -9,02 -11 -16 35,5 -16 52,5 -35 
Good  0,901 4,45 15 5,53 13 0,53 -38 
Average 70,65 67,9 -21 -12 -16 -30 -60 
Poor -21,3 -19 18 9,25 26 17,2 -31 
Bad -19 -16 9,4 -17 13 -11 39 
Very bad -67,1 -67 28 -37 14 -29 159 

4. THE DTW METHOD ANALYSIS 

The factor ER2 as input data needs data sets of the same length. In addition, signatures even of the same person can be 
different. The dynamic time warping (DTW) technique [1] overcomes this limitation and gives intuitive distance measurement. 
By means of DTW algorithm optimal alignment between two time series can be achieved. This method is often used to match 
the signatures. The DTW is a simple technique well known in the research community. For this reason, the details of this 
method were omitted. 

To align two sequences using DTW a n k×  costs matrix is constructed, where elements (i,j) of the matrix contain the 
so-called cost values. The cost values determine the warp path. It matches sequences X(Y). The cost value is typically 
computed as the distance between two points xi∈X and yi∈Y, respectively. It should be stressed that between vectors of 
features, various similarity measures can be proposed: 

• the Euclidean distance: 

 2( , ) ( )i i
i

d X Y x y= −∑  ;  (8) 

• the Canberra distance: 

 ( , ) i i
i i i

x yd X Y x y
−= ∑ +

 ;  (9) 

• the Chebyshev distance: 

 ( , ) ( )i id X Y max x y= −  ; (10) 

• the Manhattan (city-block) distance: 

 ( , ) ( )i i
i

d X Y x y= −∑  . (11) 

Our researches allowed to estimate which type of distance gives the best results (EER). The contingency table for 
different type of distances used by DTW: 
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Table 6. Contingency table for different type of distances used by DTW 

 Canberra Manhattan Euclidian Chebyshev no DTW  

Excellent 68 56 59 53 0 236 
Very good 95 47 42 49 16 249 
Good  68 76 74 73 0 291 
Average 147 165 153 153 48 666 
Poor 168 184 187 175 0 714 
Bad 132 155 165 174 24 650 
Very bad 220 216 218 221 24 899 

 898 899 898 898 112 3705 

From the formula (3) 
2χ has been calculated:  

2χ = 131.28 ; 

and critical region from the formula (5): 
[ )70.25, +∞ ; 

where:  

α  − established level of significance = 0.000002, 

f  − degrees of freedom =24 (from the formula (6)). 

The 
2χ  statistic belongs to the critical region of the test so the hypothesis about the independence of the type of 

distances and EER is rejected. 
From table 7 (differences between observed and expected values respectively) can be observed, that the Canberra 

distance gives the best results: 

Table 7. Differences between observed and expected values of DTW distances respectively 

 
Canberra Manhattan Euclidian Chebyshev No DTW 

Excellent 10,79 -1,26 1,79 -4,20 -7,13 
Very good 34,64 -13,41 -18,35 -11,35 8,47 
Good  -2,53 5,39 3,46 2,46 -8,79 
Average -14,42 3,39 -8,42 -8,42 27,86 
Poor -5,05 10,75 13,94 1,94 -21,58 
Bad -25,54 -2,71 7,45 16,45 4,35 
Very bad 2,10 -2,13 0,10 3,10 -3,17 

 
A test for variables was another chi-square independence test which has been carried out for detecting the best settings 

of DTW. The contingency table for different variables used by DTW:  
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Table 8 Contingency table for different variables used by DTW 

 
DTWxyp DTWxy DTWxp DTWyp DTWx DTWy DTWp No DTW 

 
Excellent 117 106 0 13 0 0 0 0 236
Very good 69 61 27 50 2 28 2 10 249
Good  63 68 17 85 0 58 0 0 291
Average 112 87 118 146 39 115 19 30 666
Poor 69 73 125 90 156 109 80 12 714
Bad 28 52 133 52 153 74 99 59 650
Very bad 12 15 42 26 112 78 262 352 899

 470 462 462 462 462 462 462 463 3705
2χ has been calculated:  From the formula (3) 

2χ = 2514,70 ; 

and critical region from the formula (5): 
[ )98.41,+∞  ; 

where:  

α  − established level of significance = 0.000002, 

f  − degrees of freedom =42 (from the formula (6)). 

The 
2χ  statistic belongs to the critical region of the test so the hypothesis about the independence of the number of 

variables used by DTW and EER is rejected. 
It can be observed from table 9 that the best results are achieved when three variables (x, y, p) are enclosed to 

calculation. But it is worth mentioning that two variables (x,y) also give quite good results. 

Table 9. Differences between observed and expected values of DTW variables respectively 

 DTWxyp DTWxy DTWxp DTWyp DTWx DTWy DTWp No DTW 

Excellent 87,06 76,57 -29,42 -16,42 -29,42 -29,42 -29,42 -29,49 
Very good 37,41 29,95 -4,049 18,95 -29,04 -3,049 -29,04 -21,11 
Good  26,08 31,71 -19,28 48,71 -36,28 21,71 -36,28 -36,36 
Average 27,51 3,95 34,95 62,95 -44,04 31,95 -64,04 -53,22 
Poor -21,57 -16,03 35,96 0,96 66,96 19,96 -9,03 -77,22 
Bad -54,45 -29,05 51,94 -29,05 71,94 -7,05 17,94 -22,22 
Very bad -102,04 -97,10 -70,10 -86,10 -0,10 -34,10 149,89 239,65 

5. SIGNATURE ROTATION 

In many cases, signatures, even those that belong to the same person, have different direction and position, hence they 
should be normalized. Some techniques normalize the signature position by aligning the centres of the two signatures. Another 
approach is the transformation of the signatures, so that they have the same starting point. Signatures can be also shifted 
towards Cartesians axes – this method was used in this paper.  

Signature direction can be observed as a line trend. In the pre-processing procedures this trend should be eliminated. In 
our researches to eliminate the trend, the linear regression method was used. From statistics follows that linear regression is a 
classic statistical issue, where relationship between two random variables x and y should be determined. Linear regression 
attempts to explain this relationship with a straight line that is the best fit for the data. More information about signature 
rotation can be found here [14]. 

The influence of rotation on EER has been examined. The contingency table for rotation: 
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Table 10. Contingency table for rotation 

 Rotation No 
rotation  

Excellent 128 104 232
Very good 94 155 249
Good  154 135 289
Average 326 338 664
Poor 347 367 714
Bad 355 295 650
Very bad 469 430 899
 1849 1848 3697

From the formula (3) 
2χ has been calculated:  

2χ = 26.68; 

and critical region from the formula (5): 
[ )26.62, +∞ ; 

where:  

α  − established level of significance = 0.00017, 

f  − degrees of freedom =6. 

The 
2χ  statistic belongs to the critical region of the test so the hypothesis about the independence of rotation and EER 

is rejected. It is interesting that higher level of significance is needed to reject hypothesis (comparing to previous tests). Also 
table 11 gives ambiguous results. It is hard to deduce if rotation improves or deteriorates final results. It can come out from the 
fact that tested signatures had quite similar position in spite of everything. It means that other algorithms had more influence 
on final results than rotation itself.  

Table 11. Difference table for rotation 

 Rotation No 
rotation 

Excellent 12,03 -12,03
Very good -30,53 30,53
Good  9,46 -9,46
Average -6,08 6,08
Poor -10,09 10,09
Bad 29,91 -29,91
Very bad 19,37 -19,37

6. RESEARCHES AND CONCLUSION 

The proposed software of signatures verification [4,5,14] was evaluated by using the online signature database 
Signature Verification Competition (SVC) 2004 [15]. In the performed experiments the FRR, FAR and EER factors were 
determined. The FRR factor measures the rate of genuine signatures classified as forgeries, while FAR represents the rate of 
forgeries recognized as genuine ones. As a measure of system-quality the EER factor was established. The recognition system 
works better, when the ERR coefficient has low value. 

The prepared database consists of the 172 signatures. This database contains 86 genuine signatures and 86 skilled 
imitations that were written by three forgers. In our database there are four signatures of the same person. All signatures are 
stored as textual files containing coordinates of the points (x,y) as well as the values of time and pen-pressure. Each signature is 
compared to the remaining signatures (DTW and linear regression were used). Our application allows to set different 
parameters of the test: 

- DTW distant type, 
- number and types of input variables, 
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 automatic test [16] all combinations of all the settings above have been checked. Each combination 

tings are valuable for 
further
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