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UNSUPERVISED CLUSTERING FOR FETAL STATE ASSESSMENT BASED ON SELECTED
FEATURES OF THE CARDIOTOCOGRAPHIC SIGNALS

In modern obstetrics the cardiotocography is aimeumnethod of fetal condition assessment basedlynamanalysis of the
fetal heart rate signals. The correct interpretatib recorded traces from a bedside monitor is \#fficult even for experienced
clinicians. Therefore, computerized fetal monitgrsystems are used to yield the quantitative detseni of the signal. However,
the effective techniques enabling automated coiariugeneration based on cardiotocograms are gitigosearched. The paper
presents an attempt to diagnose the fetal stataghas seventeen features describing the cardigtaphic records. The proposed
method applies the unsupervised classificationigriads. During our research we tried to classify fhtal state using the fuzzy
c-means (FCM) clustering. We also tested how thieieffcy of classification could be influenced byphgation of principal
component analysis (PCA) algorithm. The obtainedlteshowed that unsupervised classification cabeatonsidered as a support
to fetal state assessment.

1. INTRODUCTION

Cardiotocography (CTG) is a widely used methodetélf monitoring, which enables evaluation of a lfetandition
during pregnancy and in labour. It relies on siemdtous acquisition and analysis of three signatal heart rate, maternal
uterine contractions and fetal movement activit$][1n traditional cardiotocography the signals ezeorded and processed
by a bedside fetal monitor. The visual evaluatidnpdnted waveforms is subjective and consideraidpends on the
experience and knowledge of clinicians [3]. Extéo@mputer-aided automated analysis allows for nam@urate evaluation
of signals, providing the obstetrician with a qutative description of traces [5]. It considerabiyproves the objectivity and
reproducibility of CTG records interpretation. Hoxee, so far computer-aided monitoring systems dopnovide qualitative
assessment of obtained numerical data [15]. Irptbposed work we try to assess the fetal statee@g lmormal or abnormal
by means of clustering algorithm, basing on quatitié parameters describing the set of extractemtufes of
cardiotocograms.

The clustering aims at assigning a set of objextslusters in such a way that objects within thexesaluster have
a high degree of similarity, while objects belorgyio different clusters are dissimilar [1, 9, 1Dhe clustering methods can be
considered as the classification methods that ¢pera the lowest amount of information about redoeph object — its
features. Clustering does not need the learnindosetbject classification. In [11] the partiallyervised clustering method
has been used for breast cancer classificationbfédest cancer Wisconsin data set contains cage®dfind of cancer: cases
of the malignant cancer and cases of the benignetaifhe data set has been clustered into two grompere each group
represents one of the cancer type. The obtaineceuwt incorrect classified cases was only 3,4%heftotal number of
cases. Therefore, a similar approach is presentdds paper.

During our research we tried to classify the fetate using the fuzzy c-means (FCM) clusteringhasunsupervised
classification method. Additionally, the principmmponent analysis (PCA) has been applied in thtfe space as well as in
the kernel space for the reduction of the featoresber.

2. METHODOLOGY

The research database used in our experimentsit®mitee results of quantitative analysis of CTGdsarecorded in
hospital from bedside monitors. The trace repartuitles parameters describing the fetal heart FR] signal variability as
well as the number of recognized uterine contrastiand fetal movements [2, 7]. The original, rases¥ch material included
749 records collected with the fetal surveillangstem MONAKO [5]. As an input data set we used dhlyse records which
were registered after the 3Week of gestation. Finally the data set includéd@ &aces of duration varying from 30 to 60
minutes.

The set of seventeen features describing CTG sigmas used as an input variables. Fifteen parasdescribe the
fetal heart rate signal in time domain. Two of théf, F2) concern the basal fetal heart rate (@eetmseline value and
fluctuation). The next describes the number of gatxed accelerations (per hour) and the F4 the eurob deceleration
patterns. The largest group of parameters meahkeréohg-term FHR variability (F5, F8, F9, F14, FEs)d the short-term
(beat-to-beat) variability (F6, F7, F10+F13) of CB@nals. Finally the number of identified maternétrine contractions
(per hour) and the number of fetal movements weesl (F16, F17). The detailed description of the G&&ure extraction
procedures has been presented elsewhere [6, 7].
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Table 1. Input vectors [F1, F2 ... F17] for randordhosen twelve cases from the set of 307 records.

F1 F2 F3 F4 F5 F6 F7 F8 F9| F1 F1 F1 F13 F34 F]516 | F17
150,1| 13,7 20,4 0 450 4,75 2,19 174 289 09820,%4,72| 3,64 86| 17,1 411 0
141,0| 12,0 124 0 488 5,85 2,76 16,6 3p5 1,0790,98,24| 4,56 0 17,6 21,2 0
138,3| 11,5/ 3,9 0 547 8,22 4,22 18,0 24,0 1,47 05846 6,97 0 19,4 106,p O
148,9| 13,3 0 0 429 6,3p 2,92 157 21,0 1,35 0,505 4,65 0 10,0] 16,0 0
142,8 | 12,8/ 13,5 0 46,5 6,02 2,60 157 2p0 1,186 0,9,23| 4,06 0 9,7 387 0
144,1| 13,5 174 0 51,8 570 2,86 182 308 1,1020,8,84| 449 65 22,6 484 0
137,4| 10,8/ 6,0/ 2,00 459 6,20 2,$3 141 21,8 1,14420,9,11| 4,94/ 3,3| 3,3 0 0
139,6 | 10,3| 10,3 0 479 548 2,84 160 286 1,0510,825| 4,30 0 114 566 1,7
138,2| 10,3] 1,8 0 27 3,79 287 8|9 14,7 072 0556 4,17 17,6 0 7,1 1.8
142,8| 14,2 3,8 19 27,1 431 267 95 1y,7 09280,86,54| 4,11 375 94 35p 38
152,3| 14,5] 7,1 0 335 481 280 12,8 159 092 0858 492 24| 48 171 14
142,7| 12,5/ 18,0 12,0 62383 9,50 3,50 20,9 40,6 1,0%1| 14,33 5,57 0 23,3] 28,0 2,0

The output of our method was defined as two-statéalle representing the so called fetal outcoemeormal (0)
or abnormal (1). In obstetrics, it is assumed taditlation of the fetal state diagnosed duringghegnancy, i.e. when the CTG
signals are being recorded, can be made only petatisely, using the data forms describing the rawlstate and the history
of the labour progress. The CTG signals used asefearch material are described by real fetalooogc The set of 307 traces
comprises 226 records corresponding to normal &ntb&esponding to abnormal fetal outcome. Therdcwere assessed as
abnormal if the value of at least one of four htites describing the newborn (Apgar score — vigusdbessed newborn state,
umbilical artery pH at birth, umbilical artery basxcess at birth, centile of the fetal birth wejghtas outside the
physiological range. Some examples of the inpua dats are presented in Table 1.

2.1. FUZZY CLUSTERING METHOD

The clustering methods can be divided into two meategories: hierarchical and partitional. In thHerdrchical
clustering a number of clusters need not to beifipeg@ priori. The problems concerning an initzaliion and an occurrence
of local minima are also irrelevant. However, ihoat incorporate a priori knowledge about the glaib@ape or size of clusters
since hierarchical methods consider only local mieggirs in each step [4].

Prototype-based partitional clustering methods lparclassified into two classes: hard (or crisp)hods and fuzzy
methods. In the hard clustering methods every batengs to only one cluster. In the fuzzy clustgnmethods every data
point belongs to every cluster. Fuzzy clusterirgpathms can deal with overlapping cluster bourstari

The partition of an input data set can be descrimgedxN matrix U, called the partition matrix, in the following
form [1]:

ull u:lk uJN
u v u e u

U= :21 2< :ZN :[ul...uk...uN]_ (1)
ucl uck L‘IcN

For the fuzzy clustering methods, the fuzzy pantitmatrix is defined in the following way:
c N
My = {u D07 10w D050, 2t =10 > e < N} ' @

where:N is the number of objects, ands the number of clusters.
The most familiar fuzzy clustering method is theziyic-means clustering method proposed in [1]. The FCathad is
the prototype-based method, where the objectivetimm has been defined as follows:

3OV =Sl v [ @

k=1 i=1
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where:U is the fuzzy partition matrixy={vy, V,, ... V¢} is the set of prototype vectors ag@ v, 00OP, x is the feature
<I<C

vector LKDN X, U0 P pis the number of features describing the clustedhjects, andn is the fuzzyfying exponent called

the fuzzyfier.
The optimization of objective function (3) is corafd with respect to partition matiikand prototypes of the clusters
V. The optimal values of the partition matrix cancoenputed as follows:

el
ZH[ if O,=0
{ [ =i ' 4)

Uy = 0 it 0
1<i<c 1<ksN i),
1 it 020
where the sets], and [, are defined as follows:
0,0 ={insiscix-v[F=d (5)
0={12... ¢ -0,

The optimal values of the cluster prototypes candrmaputed using the formula:

Dv=E"" (6)

The FCM method can be described as follows:
1° For given data seiX ={x1,x2,...,xN} , Wherex, O /7, fix the number of clusters O {2, 3, ..., N-1}, the fuzzyfing

exponenm [ [1, ) and assume the tolerance limitnitialize randomly partition matrilJ, fix iteration countek=1,
2° Calculate prototype valuasbased on (6),
3° Update the values of the partition matrix using (4)

4° If the partition matrices in two successive steps similar enough, i.e||U('<) —U(k‘1’||<£ then STOP the clustering
algorithm, otherwis&=k+1 and go to (2°).

2.2. PRINCIPAL COMPONENT ANALYSIS

The principal component analysis (PCA) is extergivesed for a dimension reduction and a featurgaebn.
The method applies eigenvector decomposition oncthariance matrix to decorrelate features and éngacextract the
uncorrelated features [8]. The PCA method is ahagional transformation of the coordinate systerwliich the data are
described. The new coordinate system is obtainegdrbjection on so-called principal axes of the d&tata may in fact lie
in a lower-dimensional subspace even if no indigideature is constant. This corresponds to theEade not being aligned
with any of the axes. The principal component asialin nonetheless able to detect such a subsghce [

In the primal principal component analysis methéat, the given data set in p-dimensional space, |thergest
eigenvectors of thexp covariance matrix are computed. Hence, the lim@asformation is applied to the input data sasple
as follows

Y=I"X, (7)

where:Y is the derived data sdf; is the linear transformation matrix which colunare the eigenvectors, axdis the input
data set.

The primal principal component analysis method laescribed as follows [13]:
1° For given data seX ={X,,X,,...,x} , wherex, O 7, fix dimension,

N N
2° Compute covariance matri&z%Z(xk -n)(x,—n)", wheregis the mean of the data, i.ﬁz;%Zxk ,
k=1 k=1

3° Compute the eigenvectors of the covariance maﬁl?ix\] =eig(C),
4° Compute the derived data setasI"X .
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The PCA method (primal PCA) is a linear featuréhtegue. The nonlinear feature extraction, whicHirectly related
to PCA is called kernel PCA. The idea of kernel Pi8Airst to map input data into some new featyrace F typically via
nonlinear function® and then perform a linear PCA in the mapped spHosvever, the F space often has a very high
dimension. To avoid computing mappi@gexplicitly, kernel PCA employs only Mercer kernelhich can be decomposed
into a dot product [12]

KX y)=P(X)P(}) - (8)

As an example of the Mercer kernel, the polynorfal™-order or the Gaussian kernel can be mentioned1[3R,

Let X be the data set with zero mean, @&(X) be the mapping function inte feature space. The prime PCA method
in the F space solves the eigenvectors of the correlatiatrix®(X) ®(X)", which is also called the kernel matixX, X).
In the kernel PCA, the firdteigenvectors oK(X, X) are obtained to define a transformation mafrix

The kernel principal component analysis can beriest as follows [12]:
1° For given data seX ={X,,X,,...,.X,} , wherex, O P, fix dimensionl, and fix kernel functiorK,

2° Compute the kernel matrix asKij:K(xi ,xj), and next centre the data in the kernel space
1. . 1. . . T
KoK -2 K —Kjj T+—3(K ", wherej=[1...,1",
il K=K T ) j=[1...1

3° Compute the eigenvectors of the covariance mz{il?ix\]:eig(K),
4° Compute the derived data setasI'K .

The unsupervised classification can be presentdtkifollowing way:
1° For given data sef in thep-dimensional space, fix dimensionalitgf derived data sef,
2° Choose the PCA method — primal or kernel,
3° Compute transformation matriX, and derived data s¥t
4° Perform classification via clustering method onYhdata set.

3. RESULTS

In the numerical experiment two types of kernel avased. The first type was the polynomial kernetibfdegree,
and the second type of kernel was the Gaussiaekéarne polynomial kernel af" degree was defined as follows:

K(x,y)=(xy)", 9)

and the Gaussian kernel was defined in the follgwiay:
x=yI
K(xy)=exp ——=—|. (10)
20

For the clustering method, the following parametatsnber of clusters=2, fuzzyfier exponenin=2 have been fixed.
The specificity index and the sensitivity index balveen used for description of the performanceityuaf the proposed
approach. The sensitivity (SE) measures the prigpodf actual positive cases (abnormal fetal statejch are correctly
identified, and the specificity (SP) measures ttapprtion of negative cases (normal fetal stateiclviare correctly identified.
Since the partition matrix is randomly initializetthe clustering process has been repeated fivestifdence, the presented
index values are the mean values. In the first exmats whole data set, i.e. the set without tlticéon of dimension has
been grouped into two classes: the first class cisegh 165 records and the second class comprisedetérds. We made an
assumption that the more numerous class corresgortde normal fetal outcome.

The results of classification carried out using pneposed method were compared to real fetal owtc@ssessed after
the delivery. On that basis two parameters deswgilthe performance of classification were calcualafehe results were as
follows:

SE = 51,85%,
SP=55,75%.

The influence of feature numbeéron the performance indices has been tested irsebend numerical experiment.

The primal PCA was used for the features extractioth the number of extracted features was chamrged|£2 up tol=10.
The obtained results are presented in Table 2.
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Table 2. Values of performance indices SE and S&rodal for primal PCA and various number of featlires

No. of features Sensitivity and Specificity [%]]
=2 SE=44,44
SP=58,41
=3 SE=48,15
SP=57,08
=5 SE=50,62
SP=55,75
SE=51,85
=10 SP=55,75

As in the second experiment, the influence of featwumber | on the performance indexes was tebtgdthis time
the kernel PCA was used for the feature extractam.the polynomial kernel the polynomial degtewas changed, and for
the Gaussian kernel value tbigparameter was changed. The obtained results esemed in Table 3.

Table 3. The performance of indices SE and SP méxdaior kernel PCA and various number of featlires

Sensitivity and Specificity [%]
No. of - -
features Polynomial kernel Gaussian kernel
d=2 d=3 d=5 0=0.1 0=1,0 0=5,0
=2 SE=35,80 SE=28,40 SE=20,99 SE=37,04 SE=50,62 SE=50,62
SP=57,08 SP=70,35 SP=78,32 SP=68,14 SP=57,52 SP=56,64
=3 SE=35,80 SE=29,63 SE=20,99 SE=38,27 SE=50,62 SE=50,62
SP=57,08 SP=70,35 SP=78,32 SP=66,81 SP=56,64 SP=56,19
=5 SE=35,80 SE=29,63 SE=20,99 SE=38,27 SE=51,85 SE=51,85
SP=57,08 SP=69,47 SP=77,43 SP=64,60 SP=55,31 SP=55,75
| = 10 SE=35,80 SE=29,63 SE=20,99 SE=40,74 SE=51,85 SE=51,85
SP=57,08 SP=69,47 SP=76,99 SP=57,96 SP=55,31 SP=55,75

First of all, the obtained results show that theupervised classification cannot be used in realicaé diagnostic
procedures. The low values of commonly used petdimica indices SE and SP, prove that the classditatiethod should use
experts knowledge as the training set to ensurestobss.

For the primal PCA method, the performance of di@ssion increases for the higher number of seldcteatures.
This is caused by the linear feature extractiothénprimal PCA. It can be noticed, that for thenedPCA, the performance of
the classification is nearly constant (for the wehglercents). The highest performance of the praposethod has been
achieved for the kernel PCA with Gaussian kernad, far theo parametes=0,1 and for number of featurksb.

4. CONCLUSIONS

In the presented work, the unsupervised classificabf the fetal state has been shown. The prih@paponent
analysis has been used for the feature number tiedugnd two approaches has been presented fofe#ttare reduction
methods: the primal (linear) PCA and the kerneh{imear) PCA. It is too bad that obtained resuttsveed that unsupervised
classification cannot be considered as a suppdet#d state assessment. Our future works concerth® improvement the
performance of the unsupervised approach via sapersised clustering and discriminant analysidakernel space.
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