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AN ANALYSISOF A MULTIDIMENSIONAL DATASET OF AN EPIDEMIC STUDY USING
SOFT COMPUTING TOOLS —A PILOT STUDY

Two contrasting approaches toward an epidemic sivatg illustrated as a pilot study; the regressioalysis which is rather
conventional methodology used in the past/prespitteanic studies, and the other is the classifialymis which is in the soft
computing toolbox. The dataset we used for thiglystis obtained from a part of a cohort study whipincipally focused on
a fatigue syndrome of the elementary and juniohtdghool educates. In the classifier analysis wple@yed a major supervised
machine-learning algorithm, K-Nearest Neighbour NK), coupled with Principal Component Analysis (PCAs a result,
the performance that was found by cross validatiethod in the classifier analysis provides betsuits than that of the regression
analysis. Finally we discussed the availability kafth analyses with referring the technical and eptal limitation of both
approaches.

1. INTRODUCTION

This study illustrates two contrastingly approactmgard analyzing a multidimensional dataset oepidemic study;
one is the regression analysis which is rather entienal methodology and frequently used in thet/pessent epidemic
studies [1-3], and the other is the classifier gsial which is in the soft computing toolbox. These approaches are
sometimes technically fused and used as an inwegiproach. However, by virtue, these are stanalingifferent concepts
to each other. The regression analysis is not mexeimethod to reveal a linear relationship betwedependent and
independent variables but it can refer to soméssital features of the whole population from theiled number of samples,
as it is standing on the concept of statisticdrffarence. On the other hand, classifier whichoisstructed by the given dataset
via supervised or unsupervised machine-learning; isethod to classify all-new data for the systidrdoes not refer to the
population but makes a decision purely by suchaasifier that is constructed by the limited numbggiven data, thus it
would rather be said that it is standing on theceph of descriptive statistics.

Because the eventual goal of the epidemic stutheiprediction of the future states from what haggened in the past
or what it is in the present, the regression amakygth inference fits for this purpose to someegitt However in contrast to its
availability, like as any other methodologies,asthstrict limitations, and which induced us to poberthis pilot study.

1.1. TECHNICAL AND CONCEPTUAL LIMITATION OF REGRESSION NALYSIS, AND OUR STUDY

There are two kinds of limitations (assumptionsyegression analysis, technically and conceptuabyfor a technical
limitation, the dependent variables should havenabrdistribution for any independent variables,iatlependent variables
should be linearly independent to each other (allthearlity), etc., and as for a conceptual latibn the set of sampled data
should have exactly the same statistical featuseisapopulation. The conceptual limitation (asstion) certainly gives
a greatest advantage to the regression analyssnts of inference. One can refer to the statistetures of the 100 million
people (assumed population) solely by the 2000viddals (sample). However when one looks at ourseeiety, it might be
rather bold assumption as which solely 0.2% of s@rmups represents the rest. Moreover, because d ¢onceptual
assumption, it is technically untouchable. Theatwlity of such a conceptual assumption would depen following three
factors: 1) target of the epidemic study, i.e.,tdeate for particular disease, 2) method of samgpli.e., random sampling
with regard to the target, and 3) selection of petalent variables, i.e., life style, behaviour,sperlity, etc. At least there
might be a space for introducing another approacthé analysis of epidemic study which does noaiettie statistics for
inference.

We then introduced classifier analysis in the swfinputing toolbox to deal with a multidimensionataket of an
epidemic study on which a fatigue syndrome of fleenentary and junior high school educatees wasskxtu
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2. METHOD

2.1. DATASET

The dataset we used for this pilot study is obthifrem a part of our cohort study which principaflycused on
a fatigue syndrome of the elementary and junioh lsichool educates who were 9 to 15 in their agesr 2000 educates from
four elementary and four junior high schools voamgt participated in this cohort study. They werdeals to fill up
a questionnaire consist of over 200 items includidgtems (4-point scale) for the Chalder’s FatiGaale (CF) [4] (Japanese
version was provided by Demura, 2001. [5]) whiclswae of the targets of this cohort study and @mnst for their life style,
school life, family relationships, and diseasesovhivere assumed as contributing factors to thguatsyndrome. Chalder’s
Fatigue score was found by summation of the poistade in each item. In this study, referring te thstribution of CF
scores, the subjects who had 35 point or high&FRnscore were annotated in the high fatigue groupahers were in low
fatigue group. This study was endorsed by the sth@mmittee of the Osaka City University. Basedtlom accuracy of
prediction of high and low fatigue subjects withe tiiross validation method (see following section fiaore detail),
we compare the performance of the regression asalps our classifier analysis.

2.2. CLASSIFIER ANALYSIS

Figure 1 shows the procedure of classifier analgieh was employed in this study. Normalizationt{@hsform) and
Feature Subset Selection (FSS) was employed atr@qment. Feature subset selection (FSS) isrdprqressing part of the
model that selects useful features for classificatBelection is based on the individual advantadesach feature. The t-test
criterion measures individual feature significafi@sed on ranking features x using an independeaiti@ion criterion for
binary classification. The D-dimensional input \acis denoted as, where the number of examplesigilg to the effective
group isn+1, the examples belonging to the ineffective group, the mean of thith feature of the effective groyp+1, the
mean of thg-th feature of ineffective groug,—1, and their standard deviatiofs, andg; _1. The significance of each feature
X; is measured as follows:

@

Questionnaire Normalized Feature Subset
Data data Selection(FSS)

Sorting Data
By FSS

Performance Cross
o K-NN Reduce
« veldaton « « Dimensionality

Fig. 1. The procedure of the classifier analysis

This criterion is interpreted as finding the onegée feature that best discriminates among bothpgan feature space.
The greater this score, the better the featuressrighination. Based on this score, individual feasuare assigned by rank of
significance. Features are selected using a certaitber of features from the top.

FSS gave an order among 27 items according tontpertance and independency of the each item. Trdierovas
referred in the regression analysis which was pevéal for making a comparison with our classifiealgis. After FSS, 90 %
of the given data was randomly selected for follayvsteps and 10% was kept for the validation (cvasigation). In the next,
the Principal Component Analysis (PCA) was madeasdo reduce the dimension of feature space foringak better
performance in the subsequent K-Nearest Neighb§tN) analysis. The K-NN is a supervised learningoathm and is
amongst the simplest of all machine learning atbaors, but has high performance and low computatticost. An object is
classified by a majority vote of its neighboursthwihe object being assigned to the class most aymamongst its k nearest
neighbours. k is a positive integer, typically sin#l k=1, then the object is simply assigned te ttlass of its nearest
neighbour. In binary (two class) classification lgemms, it is helpful to choose k to be an odd nunasethis avoids tied votes.
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The neighbours are taken from a set of objectsMuich the correct classification is known. This da thought of as the
training set for the algorithm, though no explitiining step is required. In order to identify gighours, the objects are
represented by position vectors in a multidimersidaature space. It is usual to use the Euclidéatance, though other
distance measures, such as the Manhattan distankkin principle be used instead.

Annotated data, either high or low fatigue, for leaubject was used in the supervised learning psooé K-NN.
Finally the cross validation was performed by 10Pthe remained test data. All the steps subseqoeRES were iterated by
changing in the 10% of test dataset (10 times)ntimaber of PCA components (from 2 to 27), and thmlver of k (from 2 to
15).

Table 1. The top 5 and the worst 2 items ordereBESy

Rank ftem
1 Do you folbw the sub gcts?
2 Do you go w ith frends?
3 ks it fun to study?
4 Are you suffering from disease?
5

ks it fun to attend school?

Do youwatch TV?
What is your activity after school?

With regard to the regression analysis, for theppse of better comparison with classifier analyi® single
dimensional logistic regression analysis was engdoy which each one of the items was an indepdndmable and the
high/low fatigue score was dependent variable.

3. RESULT AND DISCUSSION

Table 1 shows the top 5 and the worst 2 items eddby FSS. As a matter of fact, FSS is one ofitheat classifier;
nevertheless it is an unsupervised classifier. g8®s items which explain the target better/poorténms of linear
relationship. Therefore the items in the higherkram the result of FSS are expected to give a beiteformance in the
regression analysis as well. Figure 2 shows theltres the logistic regression analysis for eacp ® items in FSS.
The “evaluation” and “identification” in this figerrepresents the accuracy rate obtained by thedf@ést dataset and 90% of
the data that is used for the analysis, respegtiVdle accuracy rate is the average of 10 timekeotross validation (error bar
represents the standard deviation). There were salmo difference in the accuracy rate between thauation and
identification. Also its deviations were small. Tiegression analysis achieved a certain and spesfermance in this regard.

The result of classifier analysis, the average mmurate and its deviation are shown in Figur@!8 accuracy rate
both in the evaluation and identification were f@gthan those of the regression analyses, whildifference in the accuracy
between the evaluation and identification and d@siations were larger. Note that the number of kgheour (k) and PCA
components (pc) used in the process of K-NN supedviearning were evaluated in the iteration amallff optimized as k=15
and pc=3, respectively. It is suggested that a P& dimensions were enough to train the K-NN cfassiln actual fact,
as shown in Figure 4, the only two PCA componéiinst, and second components, well explains theediffice in high/low
fatigue whether in the identification and/or evaioia. Moreover it should be note that the classifiralysis does not focus on
a particular single item as it is in the regressaoalysis but encompasses all the items. In otloedsy the classifier analysis
can refer to the balance or combination of the iplelitems unlike as the regression analysis.
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0.75 ® Evaluation 0.75 ® Evaluation

I 0.70 ]

0.55 | o]

Performance (Regression Analysis)
Performance (Classifier Analysis)

0.50

Fig. 2. The performance of the regression anafgsisach item Fig. 3. The performance of the cfessianalysis for each item

We do not claim that the classifier analysis igdrainethodology than conventional regression aigalys the stream of
epidemic study the idea of odds rate has been drgtyuintroduced as a reference of the confidenicéhe relationship
between the target and assumed factor (e.g., T2R. odds rate was obtained by logistic regressimlyais. It thus gives
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a strong suggestion on the statistical futuresheftarget population. Moreover it is technicallyspible to introduce multi
dimensional logistic regression analysis even thotigequires strong assumptions as mentionedegaHiowever when one
goes back to the conceptual and untouchable limitadf the regression analysis which entails theaief statistics for
inference, the classifier analysis which showsaattetter performance in this study can be consitidRegression analysis
gives no result when there were no linear relatignbetween the target and assumed factors. Ablbvbezause the target
(endpoint) of our epidemic study is “fatigue” n&thdeath nor disease, therefore the reliabilityso€h a conceptual
assumption would be impaired; no objective obs@watould be made on the “fatigue” unlike other gibgl conditions.
The threshold of high/low fatigue score is not r&seey to consider as a fixed constant but a pasanieherefore exploratory
data analysis including classifier analysis madeelyuby the given dataset could be practical ev@ugh such a method
entails more like descriptive statistics; hence carenot refer to the population.

Diata Training Low
Diata Training High
Data Testing Low
Diata Testing High

P
=

[= » = +

Fig. 4. The result of Principal Component analyBi€A): vertical and horizontal axis represents that find the second component of PCA.
Data Training and Testing is the dataset useddfamtification and evaluation, respectively.

4. CONCLUSION AND FUTURE WORKS

Two contrasting approaches toward an epidemic studge illustrated as a pilot study. The classifteralysis
introduced in this study shows better result thanventional logistic regression analysis. Varietyclassifier algorithms in
the soft computing toolbox other than K-NN coulddraployed and compared in performance and stab8iigh an analysis
might be branded less importance as in the epidegyo However it would rather practical when thevere no linear
relationship and give strong suggestions to dec#k experimental design.
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