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Abstract—This paper describes a new design approach for 

implementing a Polyphase Comb Filter (PCF) based on 
dispatching input bit-stream and interlaying multiplexer 
techniques.  In order to make our solution more energy efficient 
in comparison with prior art, we start with a detailed analysis of 
the drawbacks and advantages of the existing classical 
techniques. A new structure based on a novel SINC3 design is 
proposed. This new design uses a controller unit to activate one 
sub-filter in each specific time interval. As a consequence, no 
input registers and switches are required. Since this decimation 
filter is working with a single-bit output bit-stream, the required 
multiplication function can be simply done by using interlaying 
multiplexers (MUXs). By interlaying different levels of MUXs 
along with the navigation of the input bit stream we can easily 
emulate the multiplication operation. The implementation in a 
Xilinx Spartan3 FPGA demonstrates the feasibility and 
hardware efficiency of our solution. The proposed new filter 
architecture can be readily applicable to any Sigma-Delta (��� 
ADC with a single-bit output stream and it requires a reduced 
number of adders and registers when compared with the state-of-
the-art approaches. 
 

Index Terms—Decimation filter; Polyphase Comb filter; 
Sigma-Delta Modulators; Field-Programmable Gate Arrays 
 

I. INTRODUCTION 
 Sigma-Delta (��) ADC consists of a �� modulator and  
 a decimation filter, as can be seen in Fig. 1. Since the 

Digital decimation filters are an indispensable part of �� 
converters, the design of a decimation filter with low area and 
low power consumption can notably increase the efficiency of 
high bandwidth ADCs. Use of multistage architecture in 
decimation filter implementation is a proper method to prevent 
power consumption [1] while reducing the complexity of the 
first stage of the filter which operates at the highest rate [2].  
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The multiple stage filtering and downsampling reduce the 
overall complexity of the decimation filter by simplifying 
decimation filters of each stage [3]. 

Decimation is done to reduce the sampling frequency by 
use of comb filters at the first stage of decimation, followed 
by more complex filter structures such as FIR filters [4]. The 
operating frequency of the first stage is the same as the �� 
modulator. The oversampling frequency, Fs, is much higher 
than the Nyquist rate and therefore, the power consumption of 
the first level of the decimation filter comprises a significant 
portion of the total power consumption of the filter. There are 
two different perspectives to implement the first stage of the 
decimation filters: the recursive form and non-recursive form. 
Recursive form has been extensively used in cascaded 
integrators and comb (CIC) implementations.  

The interesting aspects of the CIC approach are: 1) 
multiplication-free architecture [4]; 2) simple hardware and 
more economical hardware implementation [5]; 3) no storage 
requirement for the filter coefficients [5]. Furthermore, this 
approach is easily compatible with changing the order (K) and 
the decimation factor (M) of the SINC filter.  The drawback of 
this method is that the decimator block is located in the middle 
stage of the filter. Hence the first half of the filter operates at 
Fs and the second half of the filter operates at Fs/M. This 
leads to higher power consumption when compared with the 
non-recursive approach. 

On the contrary, the non-recursive form has lower power 
consumption and higher speed. In this implementation, when 
decimation ratio and filter order increase, power consumption 
will also slightly increase. These properties make the non-
recursive implementation more attractive in low power 
consumption and high speed designs, especially when the 
filter order and the decimation frequency is high, the non-
recursive implementation is preferred to the recursive ones. 
There are several ways to implement the non-recursive 
transfer function. One of the most power efficient comb filter 
structures is a polyphase decomposition comb decimation. In 
the Polyphase Comb Filter (PCF) design, the decimation is 
done before filtering and hence, all registers and functional 
blocks work at the lowest clock rate, i.e. Fs/M [6]. 
Consequently the power consumption of PCFs is considerably 
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lower than CIC filters. On the other hand, the use of 
multiplier-accumulator (MAC) blocks in the design of 
classical PCF makes its implementation quite expensive in 
terms of silicon area. As [7] shows to determine the best 
architecture for filter design the input word length, decimation 
factor and filter order should be considered.  

Focused in the previously mentioned design issues, among 
which power dissipation and hardware complexity are the 
most relevant ones, in this paper we propose a new design for 
a polyphase implementation of a third-order SINC filter 
(SINC3) with a decimation factor of 8.  In order to make our 
design more power efficient in comparison with the classical 
polyphase filters, we have employed the counterclockwise 
commutator technique. By employing properly defined control 
signals, this design takes advantage of dispatching input bit 
stream and navigating bits in the related sub-filters. Moreover, 
by applying a multiplexer interlaying strategy, we are able to 
implement a multiplier-free polyphase structure. This 
polyphase filter is applicable to any �� ADC with a single-bit 
output stream.  

The rest of the paper is organized as follows. In section 2 
we review the different comb filter architectures proposed in 
the literature. Section 3 focuses on the proposed new approach 
and describes its main building blocks.  Simulation results 
from a Xilinx Spartan 3 implementation are discussed in 
section 4. Finally, section 5 draws the main conclusions and 
achievements of this work.  

II. STATE-OF-THE-ART 
As already mentioned, the comb filter can be implemented 

in two different ways: recursively and non-recursively. The 
comb filter architectures and their characteristics, advantages 
and limitations are discussed in this section.  

A. Recursive Implementation 
The recursive transfer function of a SINCK filter can be 

shown as following [8]:  
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where M is decimation factor and K is the order of the SINC 
filter. The implementation of recursive transfer function can 
be done in several ways. One realization of the transfer 
function is FIR-IIR implementation. In this architecture, as 
shown in Fig. 2(a), the FIR part (1-z-M)K is followed by the IIR 
part  
(1-z-1)K. The problem of this design is use of M×K shift 
registers [9]. Also this architecture has high power 
consumption since the FIR and IIR parts work in 
oversampling frequency. 

The IIR-FIR architecture has extensively used in recursive 
implementation tanks to that they efficiently overcome the 
above mentioned problems of FIR-IIR implementation. The 
IIR-FIR architecture (CIC implementation) is shown in  
Fig. 2(b). In this approach there are K stages of accumulators, 
followed by an M decimator, followed by K stages of 
cascaded differentiators [10]. The first K stages operate at 
high sample rate (Fs) and the second K stages operate at low 
sample rate (Fs/M).  

In IIR-FIR architecture, since the decimation is done after 
IIR part, it has less power consumption than the FIR-IIR 
approach and the number of registers in FIR part is reduced to 
K. Also the word-length of the registers in FIR part in IIR-FIR 
approach is reduced in comparison to FIR-IIR architecture. 
On the other hand, the IIR-FIR approach has own its 
drawbacks. The feedback path of CIC implementation is the 
source of some of these drawbacks. Unwanted switching 
power is one of these problems which is caused by registers in 
the feedback path. Paper [2] resolves this problem by using 
the accumulators in Retimed fashion. In this approach instead 
of using registers in the feedback path, registers are used in 
the forward path. This technique prevents glitches from input 
and combinational logic in adders from propagating to the 
next stage and reduces the unwanted switching power. Also 
CIC architecture is slow duo to the feedback path. To improve 
the clock rate, the pipeline registers can be used [11]. 
However, adding the pipeline registers in feedback path is 
difficult since the pipeline registers would change the transfer 
function [11]. 

One of the challenges in recursive implementation of SINC 
filter is word-length of registers and adders. Since the adders 
are in feedback path of integrators, there is a high risk of over-
flow problem. The sufficient word-length of adders (and 
registers) in IIR part of CIC architecture is equal to 
n+Klog2(M), where n is the number of input bits, K is the filter 
order, and M is the decimation factor. Using wide (word-
length) adders in CIC implementation to avoid overflow, 
increases the propagation delay of adders. Therefore, these 
wide adders are difficult to operate at high speed.  

Although the CIC implementation is simple and area 
efficient, it has considerably high power consumption. The 
use of wide word-length in IIR part, which operates at 
oversampling frequency, is the reason behind this high power 
consumption. Such obstacles in front of recursive 
architectures provoke the use of non-recursive implementation 
of SINC filter. 

Fig. 1.  Sigma-Delta (��� modulator ADC. 
  

Fig. 2.  Recursive architectures of SINCK filter with M decimation factor.
(a) FIR-IIR structure. (b) IIR-FIR structure.  
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B. Non-Recursive Implementation 
There are several ways to interpret the non-recursive 

transfer function of SINC filter. One realization is shown in (2) 
[4]. This direct implementation consists of cascading log2M 
identical FIR filters with a different sampling rate. As Fig. 3(a) 
depicts, each FIR filter (1+z-1)K in this architecture decimates 
by 2.  

 
( 1)1 2 2( ) (1 ) (1 ) ...(1 )
MK K KH z z z z

�� � �� � � �  (2) 
 

This approach attempts to solve the problem of wide adders 
and registers which work at sampling frequency in CIC 
architecture while maintaining the simplicity of the structure. 
Reducing the sampling rates as early as possible helps to 
reduce the workload and thus the power consumption [4]. The 
strategy of this approach is based on using a short word-length 
when the sampling rate is high, and reducing the sampling rate 
when the word-length increases. Although the first stage of 
this structure works at the oversampling frequency like CIC 
approach, the word-length of the first stage is shorter  
(n+K bits).  This leads to improve the frequency limitation of 
CIC implementation. The reduction of sampling rate through 
each stage by factor of 2, leads to improve the power 
consumption in comparison to recursive implementation. But 
the first stage still needs to work at the oversampling 
frequency [11]. This drawback makes it unsuitable for high 
speed applications.            

The non-recursive form can be realized by applying 
polyphase structure too. The transfer function of the 
polyphase architecture and its implementation is shown in (3) 
and  
Fig. 3(b) respectively. In this structure there are M-1 input 
registers (the number of bits is equal to input bits number). 
The polyphase architecture consists of M decimation blocks 
which are followed by M FIR filters and M-1 adders. 

 
 1 2 ( 1)( ) (1 ... )M KH z z z z� � � �� � � � �  (3) 

 
An obstacle in front of polyphase structure usage in the 

SINC filter design is that it requires multiplier for sub-filters 
implementation. The number of multipliers required is equal 
to the number of coefficients. Due to the use of multiplier-
accumulator (MAC) blocks in sub-filters implementation, the 
polyphase architecture is not cost efficient in terms of area 
consumption. Besides, as input word-length grows the 
calculation time increases linearly [12] which leads to reduced 
filtering speed. To solve these drawbacks, using multiplier-
less implementation of the FIR sub-filters is recommended.  

Furthermore, coefficients in the polyphase implementation 
of SINC filter impose storage requirements, hence the other 
concern in polyphase implementation is reducing the size of 
memory. Unlike CIC approach, this structure requires much 
more adders to obtain the same transfer function [11]. In 
addition as a result of using multiplication operation, this 
approach needs large adders. Although polyphase 
implementation of the first stage in multi-stage decimation 
filter requires expensive multiplication operations and wide 

word-length, still the overall power consumption is lower than 
CIC implementation thanks to the significant reduction of the 
operation frequency [13].  

Since in polyphase architecture the filtering occurs after 
decimation blocks, all calculations are done in decimating 
frequency Fs/M, which makes it attractive for first decimation 
stage implementation of �* modulator [14]. In this structure 
all registers work at decimation frequency, except input 
registers which work at Fs frequency.  

Another important factor which affects the area and power 
consumption and performance of the polyphase filter is how 
the multiplier is implemented in FIR subfilters.  Multiplication 
circuits generally bear high power consumption. One way to 
deal with this issue is to implement multiplication by using 
adders and shift registers, and hence avoiding direct use of 
multiplication circuits. In the Canonic Sign Digit (CSD) 
method, the multipliers can be realized using wired shifters, 
adders and subtractors without using conventional multipliers 
[15]. In the CSD representation multiplication is more 
efficient than the binary representation [16]. To implement 
fast multipliers, it is recommended to use the Wallace tree, 
which has a minimum logic depth in order to obtain high 
clock rate and low latency [17].  

 In other attempts memory based methods have been 
proposed in order to eliminate the need of multipliers in PCF 
implementations. Distributed Arithmetic (DA) [12] and Look-
Up Tables (LUTs) [18] are two types of implementing 
memory based methods. These methods have less dynamic 
power consumption compared to the MAC based approach 
[12]. Due to serial nature of Distributed Arithmetic, its 
computation increases linearly with the filter order 
enhancement [18]. Memory based architecture is also a 
general approach for implementing multiplier-free FIR filters. 
DA is basically (but not necessarily) a bit-serial computational 
operation that forms an inner product of a pair of vectors in a 
single direct step [19]. DA is computationally more efficient 
than MAC-based approach when the input vector length is 
large [12]. Other approaches have been introduced for specific 
domains, for instance in [11] a parallel CIC filter architecture 
has been proposed for the design of the SINC filter. However, 
although relying on a multiplier-free structure, it suffers from 
higher alias rejection when compared with classical 
implementation of PCFs.  

 

Fig. 3. Block diagram of a non-recursive implementation of a SINC filter. 
(a) Log2M stages of FIR filters. (b) Polyphase decomposition architecture. 
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In addition to the design of a multiplier-free architecture, 
the paramount issue to be taken into account is the choice of 
the FIR architecture to implement sub-filters which has an 
important impact on power consumption [13]. There are two 
strategies to implement FIR sub-filters: direct form and 
transposed form. The direct form architecture has the capacity 
to exploit the symmetry within FIR subfilters coefficients, yet 
this characteristic is not necessarily efficient in the high-speed 
decimation filters [20]. This is caused by a long critical path in 
direct form structure which limits the maximum sampling 
frequency of the filter [13]. The critical path for the direct 
form is one multiplier and �log2(K+1)�� �����	� (when the 
additions are rearranged in a binary tree)�
�����K is the FIR 
filter order [21].� �
��
����� increasing the filter order also 
increases the critical path in direct form.�

��� ���� transposed form the critical path �	� 
���� one 
multiplier and one adder [21]. The work reported in [20] 
shows that the transposed form architecture has a lower 
register complexity except for implementations with one-bit 
input. Thanks to the shared multipliers structure, this form can 
handle the multiplier optimization [22]. On the other hand, 
since the registers are in the accumulation path, the transposed 
form requires larger word-length for the intermediate 
registers, compared with direct form. This leads to increased 
power and area consumption [13]. Another drawback in the 
transposed form is its high fan-out of the input node as a 
single node drives several multipliers [22]. Compared to the 
direct form, the number of registers in the transposed form can 
be significantly higher in cases that the input word-length is 
very short [23].  

Another important design issue in decreasing the power 
consumption concerns the timing and the controlling signals 
in polyphase comb filters. In classical polyphase structure, all 
sub-filters work at an Fs/8 clock rate, but the input registers 
which are located before down-sampling blocks work at the 
full sampling frequency. The power consumption of the input 
registers, in situations that the order of the SINC filter is low, 
can have severe effects on the power efficiency of the filter 
[6]. Various strategies are used to tackle this issue. One way 
to reduce power consumption is using a Counterclockwise 
Commutator [10]. By using the Counterclockwise 
Commutator model in implementing the polyphase 
architecture, the need for input delay line is eliminated. Other 
approach presented in [24] is based on a time interleaved 
scheme. This technique generates 8 clock signals to drive sub-
filters. In this design there is no need for using input registers 
but it employs 8 switches, each of which connects to the one 
of the clock signal. References [6] and [14] propose a clock-
and-data distributed technique. This technique tries to change 
the working frequency of input registers and manipulate them 
in a way that reduces dynamic power consumption of the 
filter. For example in [14], the working frequency of all the 
input registers is close to the decimating frequency, except for 
one of them which works at Fs. In [6] two of the input 
registers work at the decimating frequency Fs/8, four of them 
work at Fs/4, and only one works at Fs.  

III. PROPOSED ARCHITECTURE 
The transfer function of SINC3 filter with the decimating 

factor of 8 can be written as (4). As Fig. 4 depicts, this 
architecture consists of 3 main parts: the input registers of the 
filter; the switching blocks; the FIR sub-filters E0(z)…E7(z). 
According to (4) the delay elements which are shown in the 
parenthesis, (z-i ), corresponds to the input delay chain in the 
polyphase structure (Fig. 4). The (z-i) in each term, denotes 
that the corresponding coefficient participates in Ei(z) FIR 
sub-filter (for i=0,1,...,M-1).  For example, coefficients 
without input registers are used in the E0(z) implementation, 1, 
42z-8 and 21z-16, ‘1’, ’42’ and ‘21’, respectively, is the 1st., the 
2nd., and the third term of E0(z). 
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In this work we propose a novel SINC3 design based on the 

Counterclockwise Commutator technique. The new design 
uses a controller unit to activate one sub-filter in each specific 
time interval. As a result, in this design no input registers and 
switches are required. Since this decimation filter is working 
with a single-bit output bit-stream, the required controller is 
simple and the required multiplication function can be done by 
using interlaying MUXs and relying on a simple architecture. 

The most relevant idea of our approach is that, by 
interlaying different levels of MUXs along with navigation of 
the input bit stream we can easily emulate the multiplication 
operation. This decimation filter basically comprises 8 Partial 
Product Generating (PPG) blocks, a Partial Product 
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Fig. 4.  Classical polyphase decimation filter structure. 
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Summation (PPS) block and a controller, as shown in Fig. 5. 
The PPG blocks together with the controlling signals act as a 
multiplier. The PPS block together with PPG blocks perform 
the realization of the sub-filters and of the complete filtering 
function. The description of each individual block is given in 
the following sub-sections.  

A. The Partial Product Generating Blocks  
As stated before, the design strategy is based on navigating 

input bit stream to the related MUXs to generate products of 
sub-filters in order to calculate filter output. PPG blocks are 
used to generate products of sub-filters. The number of MUXs 
and delay elements used in each PPG is equal to the number 
of products and the maximum delay of each sub-filter, 
respectively. In order to implement sub-filters with three 
products, three MUXs and two D-type flip-flops (D-FF) have 
been used. The internal schema of the PPG blocks for 
implementation of E7 and E0 are shown in Fig. 6(a) and  
Fig. 6(b), respectively. 

The total number of coefficients is equal to 22. However, 
half of it is merely a repetition of the other half. To store these 
coefficients we take advantage of this repetition and use only 
11 registers. Besides these 11 registers, an additional register 
is required to store the zero value. Since in each time slice 
only one of the sub-filters is active, we can share these 
registers among all sub-filters without having any fan-out 
problem.   The number of bits required for each register is 8 
bits (the maximum value of the coefficient in two’s 
complement).  

B. The Partial Product Summation Block 
Fig. 7 depicts the PPS block is composed of MUXs, adders 

and registers. The multiplexers in this block are used to 
implement time division technique in order to share adders 
among sub-filters. The first MUX and Adder1 altogether 
calculate sum of first product of all sub-filters. The second 
and third MUXs, together with Adder2 and Adder3, 
participate in calculating the sum of the second and third 
products of the sub-filters, respectively. The maximum word-
length of adders output (Adder1, Adder2 and Adder3), is 10 
bits (336=”0101010000”). Also the maximum word-length of 
decimation filter’s output is 11 bits (512=”0101001010”). 
Again, we have considered a 12 bit representation for two’s 
complement implementation. 

C. The Controller Unit and Timing 
 The role of controller as a dispatcher is enabling desired 

MUXs and D-FFs. Controlling signals for navigating input bit 
stream to the PPG blocks and for selecting the multiplication 
results are E7 to E0. These control signals are connected to the 
delay elements clocks and enable signals in the MUXs. In 
order to implement the controller unit, a state machine with 8 
states is used. 

 

 
 
 

 

 
 
 
 
 

 

Fig. 6.  (a) Partial Products Generating block for E7(z). (b) Partial Product
Generating block for E0(z). 
  

Fig. 7.  Partial Product Summation to calculate filter output. 
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IV. SIMULATION RESULTS 
The simulation result of the VHDL code is shown in Fig. 8. 

The Fs clock frequency is 100 MHz. The implementation in a 
Xilinx Spartan3 shows that, the utilization summary for FFs, 
LUTs and Slices is equal to 143, 243 and 138, accordingly, 
which corresponds to 3%, 6% and 7% of the Spartan3 device, 
respectively.  

Conventional polyphase Comb filter design requires 21 
adders operating at Fs/8. PCIC design has four CIC filters. In 
each CIC filter, four stages of accumulators work at Fs/4 
clock-rate and four cascaded differentiators work at the 
decimating frequency. Total number of adders working at 
Fs/4 and Fs/8 frequency are 16 and 18, respectively. In our 
proposed filter design, we only require five adders which 
work at Fs frequency but they are properly ‘duty-cycled’ (i.e., 
disabled during a large time slot) since each adder is 
associated to a given sub-filter which is enabled at a given 
(small) fraction of time. 

The adders used in both, the conventional polyphase 
approach and in our filter have 12 bits. In the proposed 
approach we use an adder tree in which the adder depth is 3 
(without considering the output registers of adders). The adder 
depth is defined as the number of cascaded adders. Table I 
summarizes the number of adders used in the conventional 
polyphase structure, the PCIC and our proposed filter as well 
as their working frequencies. As the table shows the proposed 
design has minimum number of adders in comparison to the 
classical implementation and the PCIC approach. 
Furthermore, Table II summarizes the required number of 
registers required for implementing all sub-filter as well as the 
input registers. 

The number of input registers used in the conventional 
polyphase and PCIC approaches is 8 and 4, respectively, both 
working at Fs. In our proposed approach there is no need for 
any input registers. On the other hand, the number of registers 
used for the CIC implementation in PCIC is 32, half of them 
working at Fs/4 frequency and the other half working at Fs/8 
frequency. All of them have 5-bit length. In our proposed 
approach, three 12-bit registers are used in each PPS block, 
working at the maximum sampling rate.  

 The proposed architecture is more area efficient compared 
to PCIC and classical implementation of polyphase. The 
power consumption efficiency gained by the proposed 
dispatching input bit stream and interlaying Multiplxer 
techniques is made possible due to the reduction in the 
number of adders and low adder depth. Adder depth is a 
significant measure of power consumption. By increasing the 
adder depth, the glitches are increased due to the longer 
combinatorial structures [21].  The elements to consider in the 
power model are full adders and registers. Equations (5) and 
(6) show the power consumption of the PCIC and proposed 
implementations respectively.  
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TABLE I.   
 COMPARISONS IN TERMS OF ADDERS 

Approach name Number of Adders Working 
Frequency 

Conventional 
Polyphase 

21 Fs/8 

PCIC 34 Fs/4 and Fs/8 

Proposed Approach 5 Fs 

     

TABLE II.   
COMPARISON IN TERMS OF REGISTERS 

Approach 
name 

Input Registers Sub-filter Registers 

N
um

be
r 

bi
ts

 

Fr
eq

ue
nc

y 

N
um

be
r 

bi
ts

 

Fr
eq

ue
nc

y 

PCIC 3 1 Fs 32 5 
Fs/4 
and 
Fs/8 

Proposed 
Approach 0 - - 3 12 Fs 

     

V. CONCLUSIONS  
This paper described a new design approach for 

implementing a PCF based on dispatching input bit-stream 
and interlaying multiplexer techniques.  A new structure based 
on a novel SINC3 design is proposed. The proposed new 
design uses a controller unit to activate one sub-filter in each 
specific time interval. As a consequence, no input registers 
and switches are required. Since this decimation filter is 
working with a single-bit output bit-stream, the required 
multiplication function can be simply done by using 
interlaying MUXs.  

The implementation in a Xilinx Spartan3 FPGA 
demonstrated the feasibility and hardware efficiency of our 
solution. The proposed new filter architecture can be readily 
applicable to any �� ADC with a single-bit output stream and 
it requires a reduced number of adders and registers when 
compared with the state-of-the-art approaches. 
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Fig. 8.  VHDL simulation result for the proposed Polyphase SINC3filter showing output, timing and controlling signals. 
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