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FEATURE SELECTION OF THE ARMATURE WINDING BROKEN COILS IN SYNCHRONOUS MOTOR USING GENETIC
ALGORITHM AND MAHALANOBIS DISTANCE

SELEKCJA CECH CHARAKTERYSTYCZNYCH DLA PRZERWY W UZWOJENIU SILNIKA SYNCHRONICZNEGO Z
WYKORZYSTANIEM ALGORYTMU GENETYCZNEGO ORAZ ODLEGŁOŚCI MAHALANOBISA

The paper describes a procedure for automatic selection of symptoms accompanying the break in the synchronous motor
armature winding coils. This procedure, called the feature selection, leads to choosing from a full set of features describing
the problem, such a subset that would allow the best distinguishing between healthy and damaged states. As the features the
spectra components amplitudes of the motor current signals were used. The full spectra of current signals are considered as
the multidimensional feature spaces and their subspaces are tested. Particular subspaces are chosen with the aid of genetic
algorithm and their goodness is tested using Mahalanobis distance measure. The algorithm searches for such a subspaces for
which this distance is the greatest. The algorithm is very efficient and, as it was confirmed by research, leads to good results.
The proposed technique is successfully applied in many other fields of science and technology, including medical diagnostics.
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Artykuł opisuje procedurę automatycznego wyboru symptomów towarzyszących przerwie w uzwojeniach twornika silnika
synchronicznego. Procedura ta, nazywana selekcją cech, prowadzi do wyboru spośród pełnego zestawu cech opisujących dany
problem takiego podzbioru, który pozwalałby na jak najlepsze odróżnienie stanu bezawaryjnego od stanu awaryjnego. Poszcze-
gólnymi cechami są amplitudy składowych widm sygnałów prądowych silnika. Spektra sygnałów prądowych są traktowane jako
pełne przestrzenie cech, z których następnie wybierane są podprzestrzenie z zastosowaniem algorytmu genetycznego. Jakość
każdej podprzestrzeni sprawdzana jest z użyciem miary odległości Mahalanobisa. Algorytm poszukuje takich podprzestrzeni,
dla których odległość ta jest największa. Zastosowany algorytm jest bardzo wydajny i jak potwierdziły badania prowadzi do
dobrych wyników. Proponowana technika jest z powodzeniem stosowana w wielu innych dziedzinach nauki i techniki, w tym
w diagnostyce medycznej.

1. Introduction

Electrical machines, especially of synchronous type
have a very wide application in the metallurgical in-
dustry. This is because of their main advantages – the
constant angular velocity of the rotor and high efficien-
cy. They can be found in rolling extrusion systems [1],
mill stands [12], vacuum pumping [2] and also testing
stands, i.e. the rotating hammer for testing the effect of
deformation velocity on the properties of metal sheets
[16]. In most of these applications a high reliability is
expected, and any interruptions usually lead to very ex-
pensive breaks in production process. Thus the possibil-
ity of fault of every part of the process including motors
needs to be reduced to a minimum. The motors simi-
larly to the other electrical and mechanical devices, are

constantly exposed to both external and internal influ-
ences which cause the changes to their physical state
and functionality [14]. These gradually developing irre-
versible changes worsen the efficiency of the motor and
thus the industrial process it is the part of, and finally can
lead to complete damage to the machine. To minimize
these adverse effects the state of the machine should be
periodically checked allowing the maintenance works to
be done before the fault develops. Rapid development
of a digital measurement techniques in the last decades
created new possibilities of machines condition diagnos-
tics, which do not require any disintegration to the ma-
chine, and can be undertaken even without stopping the
process it is serving. These new methods include: spec-
tral analysis of currents [4], [5], [6], [7], [15], [18], axis
flux [8], vibration and sound analysis [8], [9], thermal
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pattern recognition. This paper describes a recognition of
short-circuit faults in a synchronous motor stator wind-
ings based on analysis of stator currents and their Park’s
vector.

2. Measuring stand and testing procedures

As the diagnostic object a specially designed and
constructed 2-pair pole synchronous machine was used.
The stator of the machine consists of 48 slots with double
layer windings inside (80 turns per phase). The rotor is
of salient pole type with 4 poles and 145 turns per pole.
All the ends of every group of windings are accessible
allowing simulation of many fault conditions to be done.
For the purpose of this paper a break in stator parallel
branch was performed. The connection diagram of stator
windings with the fault done is presented in the Fig. 1.

Fig. 1. Diagram of stator windings arrangement with a break fault
present

The break fault in stator parallel branch is a quite
common emergency state in synchronous machines. Ar-
mature coils are usually connected together with sol-
dered joints, which can be damaged by vibration or de-
formations caused by currents of a high value. This leads
to the break in the whole parallel branch. The machine
in this state may still work, but there is increased val-
ue of current in the other parallel branches belonging
to the same phase and in consequence it leads to further
damage due to excessive heat generated in these circuits.
The measurement was carried out while the machine was
rotating with synchronous speed.

Investigated synchronous motor was mechanically
loaded by separately excited DC machine as can be seen
in the diagram shown in the Fig. 2. Three phase cur-
rents and the field current were recorded using PC with
installed data acquisition card. Currents were converted
to voltages having ranges acceptable by an acquisition
card using three current transducers (LEM LTS 6-NP).
To avoid an aliasing phenomena three antialiasing fil-
ters were used. In that role three Butterworth 4th order
low-pass filters were adopted. The cutoff frequency was

5 kHz. Recorded signals were sampled with a frequency
of 25 kHz.

Fig. 2. Schematic diagram of the measuring stand

To reduce the impact of ripples in supply voltage
on the results of analysis a great number of samples was
recorded – 200 for each motor condition (break fault and
healthy state) giving the overall number of 400 samples.
Recordings for each condition were undertaken in 5 dif-
ferent days (40 recordings per condition per day). Addi-
tionally a different devices were supplied from the same
power source as the investigated motor. These devices
included power inverter supplying induction motor and
two faulty induction motors. This caused the analysis
even more resistant on the interference from the power
supply.

3. Automatic feature selection

Selection of symptoms considering each harmon-
ic separately, and selecting those of them which form
separable groups for different motor states (healthy or
faulty state) does not always lead to good results of later
classification. There is a possibility that the remaining
harmonics, which do not form a separated groups by
themselves, if considered together, as the coordinates of
points in spaces of higher dimensionality, will produce
groups with a high degree of separability. This type of
situation is illustrated in the figure 3, where two sets
of features (x and y), taken individually, do not give
the separated clusters, but used as coordinates of vectors
in two-dimensional space, form two linearly separable
groups. Therefore, it is profitable to take into account all
the harmonics altogether and search for such a subset,
that in the sense of assumed criterion would give the
greatest separability. For such a purpose, a procedure
called feature selection is used [3],[11], [13].
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Fig. 3. Example feature vectors which form two linearly separable
groups in two-dimensional space

Feature selection process consists of four basic el-
ements [13]: 1. search procedure to generate the next
candidate subset, 2. evaluation function to evaluate the
subset under examination, 3. stopping criterion to decide
when to stop, 4. validation procedure to check whether
the subset is valid.
Feature selection algorithm starts by generating a subset
of features for which the value of evaluation function
is calculated. If this value does not meet the stopping
criterion, another subset is generated and stopping crite-
rion is checked again. These steps are repeated until the
stopping criterion is met. Then the selection algorithm
terminates and a validation of the best subset is carried
out.
For selection of symptoms that are specific for investigat-
ed fault in the synchronous motor a filter feature selec-
tion technique was used. As the algorithm for searching
the feature space and generating its subsets a classical
genetic algorithm [10], [14], [17] was adopted. The sub-
sets were evaluated using Mahalanobis distance between
the two classes. The problem came down to search for
such a feature subset for which the Mahalanobis distance
would have the greatest value.

The genetic algorithm starts its operation from gen-
erating the initial population, consisting of artificial or-
ganisms (individuals) represented by the coded strings
called chromosomes. All individuals from initial popu-
lation are evaluated by calculating the values of their fit-
ness functions. Then stopping criterion is checked, which
may be achieving the assumed fitness or achieving the
required number of iterations (generations). If the stop-
ping criterion is met the algorithm terminates and the
individual with best fitness is used as the output, oth-
erwise the reproduction of individuals and forming the
mating pool are conducted. Then, the individuals from
mating pool are subjected to genetic operators: crossover
and mutation leading to a forming of new chromosomes
generation, which replaces the current generation. This
new generation is evaluated and the stopping criterion is

tested. The algorithm continues to run until the stopping
condition is met. The diagram of genetic algorithm is
shown in the Fig. 4.

Fig. 4. Diagram of genetic algorithm operation

Particular feature vectors have been presented in the
form of chromosomes, which are strings of zeros and
ones (Fig. 5). Every feature (coordinate of the feature
vector) was coded binary using 10 genes which gives
1024 combinations. The calculations were conducted for
vectors consisting of two, three and four features giving
chromosomes comprising of 20, 30 and 40 genes. An
example of coding the chromosome consisting of three
features is shown in the Fig. 5.

Fig. 5. Coding of three feature chromosome

The reproduction selects from the whole population
of individuals these chromosomes whose values of fit-
ness function are the highest [14]. The chosen chromo-
somes form the mating pool and are then subjected to
crossover and mutation operations. Reproduction process
is repeated several times until the offspring reaches the
assumed abundance (usually it is the same number as
the size of the mating pool). The most popular methods
of reproduction are roulette wheel method, the ranking
method and the tournament method.

In the roulette wheel method the individuals are
drawn from a population with probability proportional
to their fitness function. The method name is taken from
its analogy to draw using the roulette wheel whose seg-
ments represent particular chromosomes, and the width
of each segment is proportional to the value of chromo-
some fitness function. The disadvantage of this method is
that individuals with very low values of fitness function
may be too soon eliminated from the population, while
numerously occurring individuals with medium value of
fitness can dominate the population, leading to premature
convergence of genetic algorithm.
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In the ranking method the chromosomes in the pop-
ulation are sorted in descending order of fitness function
values. The position in the sorted list is called the rank
of the chromosome. Number of copies of each chromo-
some, which will be taken to the mating pool, is deter-
mined using the function, whose variable is the rank of
chromosome M(r). For that purpose the most commonly
are used linear functions. To the mating pool there is
selected the number of first k chromosomes from the
ranking list, that satisfies the condition:

∑k

i=1
Mi (ri) 6 n (1)

where:
n – the size of mating pool.

The ranking method is more resistant to premature con-
vergence than the roulette wheel method.

In the tournament reproduction method the chro-
mosomes in the population are divided into a certain
amount of subgroups (usually two), and then in each
subgroup the individual with the best fitness is chosen
to the mating pool. This process is repeated until the
desired number of individuals is reached. Copies of the
selected chromosomes are usually returned to the tour-
nament pool, so their re-election is possible.

The crossover is an operation in which two individ-
uals swap the parts of their gene sequences between each
other. The most classic type of crossover is a one-point
crossover. In order to carry it out two individuals are
drawn from the mating pool with the probability be-
longing to the range [0.5,1]. Then the crossover point
lk is randomly selected, which is a number from the
range [1, L-1 ], where L is the number of genes in
the chromosome. The two offspring individuals are then
created, the first of which consists of the first parent’s
genes from positions 1 to lk and the second parent’s
genes from positions lk to L. The second offspring is
built from remaining parts of the chromosomes, that is
the genes in positions 1 to lk of the second parent and
the positions lk to L of the first parent. The mutation
is an operation in which the values of individual genes
are changed to opposite values (from 0 to 1 or from
1 to 0) and occurs with a probability which is usually
the number from the range of [0,0.1]. The probabili-
ty of mutation is much lower than the probability of
crossover, so mutation plays a minor role in relation to
crossover. In the conducted calculations the probability
of mutation was reduced in successive generations (in
a linear fashion). This is advantageous because in the
initial phase of genetic algorithm high value of proba-
bility of mutation provides a wide variety of individuals
(the dominance of better individuals is confined), and
at the end of the algorithm, low probability of mutation
improves the convergence.

As the evaluation function which calculates the fit-
ness of individuals in population, and hence, the good-
ness of feature subsets, the Mahalanobis distance was
used. It can be calculated using the following formula:

dM
(
xi, x j

)
=

√(
xi − x j

)T
C−1i j

(
xi − x j

)
(2)

where:
xi, x j – the vectors of the means of i-th and j-th

groups,
Ci j – the matrix of weighted covariance,

The matrix of weighted covariance is given by:

Ci j =
1

nin j

(
niCi + n jC j

)
(3)

where:
ni, n j – the numbers of vectors belonging to i-th and

j-th groups,
Ci,C j – the covariance matrices in i-th and j-th

groups.
In order to improve the performance of genetic al-

gorithm there was used a technique called fitness func-
tion scaling. In the initial phase of genetic algorithm
scaling prevents premature convergence to a local mini-
mum, caused by the situation in which non-optimal, but
the best fitted individuals begin to strongly dominate and
displace other individuals. However, in the final phase of
genetic algorithm scaling prevents a situation in which
a population remains a considerable variety, but the av-
erage value of the adaptation does not differ much from
its maximum, and average individuals receive the same
number of offspring as the individuals with best fitness.
In the paper the two methods of scaling are investigated:
linear and exponential.

4. Results of automatic feature selection

The results of feature selection for the break in the
armature circuit are presented in Tables 1 and 2. The
distribution of points in two and three dimensional fea-
ture space is shown in Figs 6 and 7 for the armature
current and the Figs 11 and 12 for the field current.

TABLE 1
Results of feature selection based on armature current spectrum

number of features 2 3 4

feature 1 25 Hz 25 Hz 25 Hz

feature 2 150 Hz 30 Hz 30 Hz

feature 3 – 150 Hz 50 Hz

feature 4 – – 150 Hz
Mahalanobis
distance 12.5284 14.9119 16.7851
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TABLE 2
Results of feature selection based on field current spectrum

number of features 2 3 4

feature 1 50 Hz 50 Hz 50 Hz

feature 2 100 Hz 100 Hz 100 Hz

feature 3 – 200 Hz 200 Hz

feature 4 – – 150 Hz
Mahalanobis
distance 18.2472 20.0908 20.5327

Fig. 6. Distribution of points in two dimensional feature space based
on armature current spectrum (red – faulty state, black – healthy
state)

Fig. 7. Distribution of points in three dimensional feature space based
on armature current spectrum (red – faulty state, black – healthy state)

Analysis of points scattering in the Fig. 6 leads to
the conclusion that there are two distinctive groups of
points corresponding to a healthy state and a break. It is
caused mainly by a 150Hz component, but a component
of 25Hz, if some of points are excluded, also creates
separable clusters. The existence of points that are closer
to the center of the opposite class (for 25Hz coordinate)
may be due to the fact that the amplitude of 25Hz com-
ponent is influenced by other factors, such as noise in
the supply voltage. However, the great majority of points
creates the two separable groups. Taking into account

another component – 30Hz, which can be observed in
the Fig. 7 does not improve the results significantly.

Figures 8-10 contain the results comparisons be-
tween different variants of genetic algorithm in the prob-
lem of selection respectively two, three and four features
from the armature current spectra.

Fig. 8. Comparison of different variants of genetic algorithm in the
problem of selecting two features from armature current spectrum

Fig. 9. Comparison of different variants of genetic algorithm in the
problem of selecting three features from armature current spectrum

It can be noticed that for problems with a small number
of features selected (two) algorithms based on roulette
wheel reproduction more frequently lead to a best solu-
tion, however if the number of selected features is greater
(three, four) algorithms with ranking or tournament re-
production have a better performance.

Fig. 10. Comparison of different variants of genetic algorithm in the
problem of selecting four features from armature current spectrum
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Fig. 11. Distribution of points in two dimensional feature space based
on field current spectrum (red – faulty state, black – healthy state)

Fig. 12. Distribution of points in three dimensional feature space
based on field current spectrum (red – faulty state, black – healthy
state)

Figure 11 shows that the large separability of points
belonging to the both classes depends mainly on the
100Hz component. The second component – 50Hz con-
sidered alone does not provide separability. A division
of each group into two subgroups, which is primarily
determined by the 50Hz component, suggests that other
factors (not only the fault) may affect the amplitudes of
these components.
Figures 13-15 contain the results comparisons between
different variants of genetic algorithm in the problem of
selection respectively two, three and four features from
the field current spectra.

Fig. 13. Comparison of different variants of genetic algorithm in the
problem of selecting two features from field current spectrum

Fig. 14. Comparison of different variants of genetic algorithm in the
problem of selecting three features from field current spectrum

Fig. 15. Comparison of different variants of genetic algorithm in the
problem of selecting four features from field current spectrum

Similarly to the problem of feature selection based on
armature current in the selection of features contained
in the field current the algorithms with tournament and
ranking reproduction have a better performance for a
greater number of selected features (three and four) and
worse performance for a lower number of features (two)
when compared to algorithm with reproduction based on
roulette wheel method. Also algorithms with tournament
and ranking reproduction had a very good convergence
while algorithms based on roulette wheel method were
oscillating in the vicinity of the best solution.

5. Conclusions

The results confirm that the feature selection is a
very effective tool for determining the symptoms associ-
ated with faults in synchronous machines. In the case of
determining the symptoms of the break in an armature
parallel branch as symptoms of this damage can be con-
sidered components 150Hz and, to a lesser extent, 25Hz
in the armature current and also 100Hz and 200Hz com-
ponents in the field current. The results obtained during
the fully automatic symptoms searching coincide with
the results obtained by an expert assessment. However,
the method based on automated feature selection is more
effective, because it checks the combinations of multi-
ple features, while an expert may examine the individ-
ual features alone. In addition, the automatic selection
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computation time is much shorter. Furthermore because
the investigated feature selection algorithm searches for
differences between faulty and healthy states, it func-
tions well in the case of a data containing the noise. The
comparison between different types of used algorithms
shows, that the algorithm with tournament reproduction
leads to the best results.
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