
Zeszyty Naukowe 32(104) z. 2 81 

Scientific Journals  Zeszyty Naukowe 
Maritime University of Szczecin Akademia Morska w Szczecinie 

2012, 32(104) z. 2 pp. 81–87 2012, 32(104) z. 2 s. 81–87 

The analysis of methods of interaction between elementary 
filters in multiple model tracking filter in marine radars 

Witold Kazimierski 

Maritime University of Szczecin, Faculty of Navigation, Chair of Geoinformatics 
70-500 Szczecin, ul. Wały Chrobrego 1–2, e-mail: w.kazimierski@am.szczecin.pl 

Key words: radar target tracking, multiple model filters, manoeuvre detection 

Abstract 
Radar target tracking on a sea-going ship is a basic source of information about movement of other vessels, 

influencing directly safety of navigation. The research on improving of tracking methods has led to a new 

concept of multiple model neural filtration, which is a combination of multiple model approach with the use 

of artificial neural networks for the needs of estimation of movement vector. One of the key issue during 

designing of filter id to establish rules of interaction between elementary filters. The paper presents the most 

popular methods of manoeuvre detection and interaction of elementary filters in the numerical filtration. The 

modifications of them for the needs of neural tracking are proposed. Additionally, a concept of use of 

probabilistic neural network for this purpose is described. The idea was checked in the experimental research 

with the use of simulation. The result of the research confirmed usefulness of using PNN in multiple model 

filtration, showing however simultaneously the directions of future research in this. The research was 

financed by Polish National Centre of Science under the research project “Development of radar target 

tracking methods of floating targets with the use of multiple model neural filtering”. 

 

 

Introduction 

Radar target tracking is one of the basic func-

tions used by the officers in charge of navigational 

watch for determining of movement parameters of 

other ships, as well as for making the decisions 

about anti-collision manoeuvres. Thus, accuracy 

and topicality of estimated movement vector has 

a direct impact on the safety of navigation and  

water transport. The specifics of movement of 

floating targets cause significant decrease of accu-

racy of target tracking during non-linear movement 

of target, e.g. during manoeuvres. In the theory and 

practice, different methods of implementing non- 

-linearity to Kalman filtration (usually used for 

radar target tracking) have been tried. One of the 

possible approaches is to use multiple model filtra-

tion. In the research project carried out in Maritime 

University of Szczecin a new multiple model neural 

filter has been developed. The structure of elemen-

tary filters has been established as a result of earlier 

stages of the research with the use of simulation 

and real data. The next stage is to determine the 

method of interaction between these elementary 

filters. The paper presents a concept for implemen-

tation in the filter together with the research on its 

reliability. The research have been carried out with 

the use of Monte Carlo simulation and the imple-

mentation platform was a self-made PC application 

of radar target simulator. For testing probabilistic 

neural networks, Statistica Neural Network applica-

tion was used prior to implementation in the simu-

lator. 

The paper consists of three major parts. First the 

concept of multiple model filtration and possible 

approaches are presented. Then, the problem of 

manoeuvre detection and mode matching is shown 

and finally the results of a numerical experiment 

are presented. It’s goal was to test the reliability of 

proposed solution. 

Multiple model filters for target tracking 

Basic concepts of multiple model filtration has 

been presented already in [1] and since then it has 

been developed by various authors and numerous 

applications and implementations has occurred. 

A fine discussion on it can be found for example in 
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[2] or [3]. The idea of such a filter is that a few 

elementary filters are used simultaneously. Each of 

them is adjusted to different dynamics of targets 

movement and each of them estimates its own ele-

mentary movement vector. Final vector can be 

achieved be selecting one of the elementary vectors 

(decision-based filters) or by mixing them by calcu-

lating weighted average of elementary vectors. The 

elementary filters can be seen as a representatives 

of different behaviors of the ship. In [4] five classes 

of movement dynamics has been proposed, based 

on simulation analysis of rate of turn, which has 

been next adjusted based on real data research [5]: 

• stable movement or very slow manoeuvre – up to 

15°/min; 

• slow manoeuvre – 25–30°/min; 

• manoeuvre – 30–40°/min; 

• fast manoeuvre – 40–55°/min; 

• very quick turn – more than 55°/min. 

Each mode has its own elementary filter and the 

decision has to be made which of them shall be used 

at this particular moment. This is so called decision-

based approach. More sophisticated algorithms 

however assume that instead of hard decision, soft 

decision shall be made and the final estimated shall 

be a weighted average of elementary filters outputs. 

Numerical filters 

There are several numerical multiple model fil-

ters. All of them make use of a Bayesian framework 

– starting with prior probabilities that the system is 

in a particular mode, the corresponding posterior 

probabilities are obtained [2]. The basis for these 

concepts is the Kalman filter. Two basic approaches 

can be observed. First – static multiple model esti-

mator, in which no switching models is allowed and 

the dynamic multiple model estimator in which 

mode jumping is considered. In first case one model 

is assumed to be in effect throughout the entire pro-

cess. The prior probability that Mj is correct (the 

system is in mode j) can be calculated from [2]: 

     rjZMP jj ,...,1,00    (1) 

where Z
0
 is the prior information and   

r

j j1
0  

= 1, since the correct model is among assumed r 

possible models. The model is selected based on the 

likelihood function of mode j at time k [2]: 
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where vj and Sj are the innovation vector and its 

covariance corresponding to mode j. 

In case of dynamic multiple model filters the 

process of mode switching is considered and it is 

assumed to be a Markov process. The mode transi-

tion probabilities are known a priori. Based on them 

and on the innovation process the probability of 

model switching sequence is calculated. In the next 

steps it is used in reinitialization of the filter.  

There are two most popular dynamic multiple 

model filters – GPB (generalized pseudo-Bayesian) 

and IMM (interacting multiple model). The major 

difference between then is the reinitialization pro-

cess. GPB uses previous overall estimate as an input 

for each filter and in IMM each filter uses its own 

estimate, which is calculated as a weighted sum of 

estimates of all elementary filters with the weight-

ings of suitable mode jumping. The mode in the 

estimation steps are selected based on likelihood 

function with the assumptions of mode jumping. 

The detailed algorithms can be found in [2, 3, 6]. 

Neural filter 

The concept of using neural network for target 

tracking arose with the growth of popularity of 

artificial intelligence in 80’s of XX century. Vari-

ous network structures can be used, however the 

research carried out in maritime University of 

Szczecin focused on General Regression Neural 

Network (GRNN), due to very promising results. 

The concept of such a filter was shown in [7, 8, 9]. 

It consists of two parallel GRNNs working together 

for better smoothing of movement vector. Observed 

(measured) values of movement vectors are used as 

input and teaching values while estimated move-

ment vector is the output.  

From the mathematical point of view GRNN is 

basically neural implementation of kernel regres-

sion algorithms from the sixties, resulting in com-

puting weighted average of teaching vectors. The 

weights are the values of Gaussian kernel function 

for the distances of input vector to teaching vector. 

Multiple model approach can also be used for 

GRNN filter. The research has shown, that different 

dynamics of targets require different network pa-

rameters. There are two basic parameters of the 

network to be adjusted: the length of teaching se-

quence and the smoothing factor. The first one says 

how many previous vectors shall be sued for esti-

mation. Unlike Kalman filter, where estimation 

(prediction) is based only on the last previous vec-

tor, in GRNN many past observations can be in-

cluded. This allows better smoothing of signal and 

the vector on radar screen is more stable. The 

teaching sequence shall be shortened if the target is 

manoeuvring – the errors of detection are smaller if 

the measurements for the stable movement are not 
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included. The other parameter – smoothing factor – 

says directly how wide the Gaussian kernel func-

tion shall be. The larger it is, the more important 

are the measurements far from the observed vector. 

It should be small for the dynamic manoeuvres, so 

that only nearest vectors are included in estimation- 

then an accuracy of estimated vector is increasing, 

however it is less smoothed. 

Multiple model neural filter consists of at least 

two GRNN elementary filters as proposed in [4]. 

Each of them is adjusted for specific movement 

dynamics model by selecting proper parameters. 

These can be established in the research based on 

Monte Carlo simulation. The concept of integrating 

elementary filters into one complex structure can 

assume manoeuvre detection and choosing one 

of the models or interaction between model by cal-

culating weighted average of elementary filters 

outputs. Both of them will be presented in next 

chapters. 

Manoeuvre detection algorithms for neural 
filter 

The philosophy of detection-based methods re-

quires introduction, so called switching module, 

into the structure of filter. In case of GRNN filter it 

is a logical algorithm with the task of selecting the 

network to take the output signal from and trans-

mitting it to the filter output. For this purpose it is 

necessary to determine whether the tracked target  

is in the phase of manoeuvre or of uniform motion 

by detecting the manoeuvre start or completion. 

Another essential task of the module is such switch-

ing from one network to the other that the vector 

stability should not be lost too much. The differ-

ences between the outputs of both networks may be 

large enough to cause a sudden vector jump on the 

radar screen by direct switching over. This function 

may be joined with detection depending on the 

detection method applied. The detection-based 

method in its classical concept shall be used for 

only two-model filter. If this is the case, two alter-

native hypotheses are formulated for the needs of 

manoeuvre detection: 

• H0: the target is not manoeuvring; 

• H1: the target is manoeuvring. 

The validity of hypotheses is verified at each es-

timation step, after the vector’s initial stabilization 

and based on it, suitable model (stable or manoeu-

vre) is selected.  

Manoeuvre detection methods for numerical fil-

ters are widely described for example in [10]. They 

are mostly based on a statistical analysis of the 

innovation process and its co-variance. Innovation 

process seems to be the most appropriate for this 

reason and it is computed in numerical filter algo-

rithm anyhow. The other way sometimes used for 

manoeuvre detection is to analyze unknown input 

in so called input detection and estimation ap-

proach. Four basic classes of manoeuvre detectors 

can be indicated [10]: 

• chi-squared methods (χ
2
); 

• Generalized Likeliehood Ratio test; 

• modified GLR methods – MLR, CUSUM, 

SPRT; 

• Gaussian significance test. 

In the case of a GRNN filter, unlike in numeri-

cal methods, the statistical analysis is out of neces-

sity based solely on the observation of estimation’s 

final effects. Methods of manoeuvre detection in 

a GRNN filter can be divided into two groups: 

• based on the statistical analysis of elements  

estimated by means of only one filter (stable or 

manoeuvres); 

• based on comparing signals coming from both 

filters (stable and manoeuvre). 

Based on analysis of manoeuvre detection 

methods for numerical filter, three of them have 

been proposed for GRNN in the research: 

• fixed threshold method; 

• chi-squared method (χ
2
); 

• fading average memory method. 

The most intuitive and simple m is the fixed 

threshold method. The validity of hypotheses is 

verified based on the increments of estimated 

course (KRe) and speeds (Ve) at each estimation 

step (k). If any increase is larger than the estab-

lished threshold (μ), the detector states in accord-

ance with equations (1), that hypothesis H1 is true, 

and so the target is in the state of manoeuvring.  
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The proper selection of thresholds μKR and μV 

is the key problem for ensuring an effective func-

tioning of the method; it takes place in the way of 

empirical research, for example by means of the 

Monte Carlo method. The threshold values are 

a compromise between fast manoeuvres detection 

and the frequency of false detections.  

Chi-square based methods are probably the most 

popular in numerical filters. For the needs of 

GRNN they can be also used, however a small 

modification has to be made, as the innovation vec-

tor and its covariance matrix are not directly calcu-

lated in GRNN algorithm. Variable q may be de-

fined as in (4): 
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where: 

x = [Vx, Vy]
T
 – estimated movement vector;  

P – covariance matrix of x: 
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2
Vx , 2

Vy  – variance of Vx, Vy; 

2
,VyVx , 2

,VxVy  – covariance (Vx, Vy) and covari-

ance (Vy, Vx), valued 0, as Vx and Vy are  

independent. 

The statistical test is formulated as in (6): 

  22~q  (6) 

Threshold μ is established based on 2
2  test for the 

assumed probability of false alarm (PFA = 1 – α). 

Fading memory average method is a kind of mu-

tation of χ
2
 method. The basic idea is the same, but 

the statistics used in the method is different (7). 

 kkk qqq  
  1  (7) 

The variable q is χ
2
-distribute. The number of 

degrees of freedom is established based on (8): 
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The research has show that χ
2
 and fixe threshold 

methods shall be used for further implementation of 

the algorithms. 

Model matching concepts for neural filter 

If more than one model is to be used in the filter 

manoeuvre detector is not sufficient. Suitable mod-

el shall be selected. This can be done similar to the 

numerical method, namely based on likelihood 

function (2). Once again the function makes use of 

innovation process and its covariance, which are 

computed directly in numerical methods based on 

Kalman filter, but not in neural filter. It can be 

however calculated according to following equa-

tions.  

First, the innovation vector can be defined by (9) 

– (11): 

      kxkzkv   (9) 

state vector: 
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Vxe, Vye – estimated values of Vx and Vy; 

measurement vector: 
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where: 

Vxo, Vxo – observed values of Vx and Vy; 

D(k) – distance measurement at time k; 

BE(k) – bearing measurement at time k. 

Covariance matrix S of innovation can be calcu-

lated from (12) – (15): 
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P(k) can be calculateed as above in (5), while 

R(k): 

         1cov  kPkRkzkQ  (13) 
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And the values of σx
2
 and σy

2
 are calculated as 

(15) and (16): 

      222 sincos BEDBE BEDx    (15) 

      222 cossin BEDBE BEDx    (16) 

where σD and σBE are the errors of distance and bear-

ing measurements. 

Another approaches to calculating interaction 

wages between elementary filters in neural multiple 

model are also possible. One of them is to use prob-

abilistic neural network. It allows to avoid calculat-

ing of innovation vector and its covariance, while 

computing the probability of mode matching. 

Probabilistic Neural Network 

Probabilistic Neural Network (PNN) seems to be 

an interesting algorithm to use in case of GRNN 

neural multiple model filter. They belong to the 

same family of networks using the same concept. 

Their implementation into the system should be thus 

quite easy as they are using the same classes and 

methods. GRNN networks are quite often called 

probabilistic networks for repression estimation. 

Probabilistic Neural Networks has been pro-

posed in 1990 by D.F. Specht in [11] as an imple-

mentation of Bayes strategy for pattern classifica-

tion based on estimating of probability density 

function [11]. A PNN uses a statistical algorithm 

called kernel discriminant analysis in which the 
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operations are organized into a multilayered feed 

forward network. The pdf is calculated according to 

so called Parzen estimator: 
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where: 

W – weighting function – commonly Gaussian 

function is used; 

n  – number of samples (length of teaching  

sequence). 

The network consists of four layers (input, pat-

tern, summation and output) and it employs radial 

network in the pattern layer. The structure of a net-

work is strictly determined with the problem to 

solve and the teaching data. The number of pattern 

neurons usually is equal to the number of teaching 

cases (they can be however grouped). The number 

of neurons in the outer layer is determined with the 

number of classes to be recognized. A classical 

structure of network is presented in the figure 1. 

 

Fig. 1. Structure of Probabilistic Neural Network 

Input layer performs the pre-processing of the 

input values. In the pattern layer the Gaussian func-

tion values are calculated based on Euclidean dis-

tance of input value and the pattern value. Then the 

Gaussian values are summed on classes in summing 

layer. Thus, the weights for each class are calculat-

ed, showing the probability of input vector belong-

ing to each class. In the output layer the class with 

the biggest probability is selected. 

Implementation of PNN for multiple model  

filter requires definition of test value used for clas-

sification. This might be innovation vector like in 

previous mode matching concepts, but this also 

might be variance of measurements or state vector. 

This might be also rate of turn and speed rate of 

target, like in the numerical example below. Then, 

a required number of sample shall be collected for 

each – usually during simulation tests. Teaching of 

the network means in this case copying of all teach-

ing values into the network and proper selection of 

weights between pattern layer and summing layer 

(based on the model of teaching pattern). The out-

put layer in fact is not needed in the implementation 

for multiple model filter. The values computed in 

the summing layer are the weights for each model 

in multiple model filter. 

Numerical experiment 

The numerical experiment presented in the  

paper aimed at checking the possibility of using 

PNN in multiple model neural filter for interaction 

between elementary filters. The outputs of the 

summing layer are here treated as the weights for 

the final estimation. Basing on the concept of PNN, 

the output of the summing layer is in fact the prob-

ability of the statement, that input vector belongs to 

one of the classes (models). The research has been 

carried out in Statistica Neural Network and the 

recording of sample data came from PC based 

tracking simulator programmed by author. 

Concept and scenarios 

The first step in the research was to determine 

the value for which the probability shall be calcu-

lated, as this would become pattern, input and out-

put values. The most obvious criterion is the rate of 

turn. However, rate of turn for unfiltered data, cal-

culated from two consecutive measurement, is in 

case of vessels usually very big, so the average of 

temporary rate of turn and rate of turn from last 

minute was taken into account. As the second coor-

dinate of input vector, the standard deviation of 

averaged rate of turn was proposed. Another pro-

posal was to use the same values, but for the data 

filtered with GRNN filter adjusted for manoeu-

vring. 

The third approach based on the idea of variance 

analysis like in [12]. The input vector had a form of 

(18), in which variance of Vx and Vy for last 20 

steps (one minute of estimation) is calculated. 
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The data for the experiment came from 100 

Monte Carlo simulation for each model. Five mod-

els has been proposed (based on [5]). The simulated 

manoeuvres dynamics were established according 

to earlier presented classes. Figure 2 presents 

a cluster diagram for input vectors based on vari-

ance calculations. 

For each model 60 values have been recorded, 

what gives the total number of 300 training pat-

terns. This set has been divided into training set 

(200 samples), validating set (50 samples) and 
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training set (50 samples). Thus, the structure of 

a network included 200 hidden neurons and 5 neu-

rons in summing layer. The network was trained 

with the use of Network Wizard and adjusted  

manually to obtain the best results. 

Results 

The results of the network for classification 

problems can be observed in Statistica Neural Net-

work in the form of so called Classification Statis-

tics. They show how many cases from each set has 

been correctly classified and how many incorrectly. 

The information is also given about number of clas-

sification to each of the classes.  

Classification statistics for vector with Vx and 

Vy variances for unfiltered data are presented in 

table 1. 

The data in table 1 are presented jointly for 

training, validating and testing sets. It can be no-

ticed that majority of cases are classified correctly. 

Most of incorrectly classified cases belongs to 

neighbor classes, which might have happened as 

some of the manoeuvres dynamics were just at the 

border of classes.  

Very important advantage of PNN is that not on-

ly most probable class is identified, but also that 

probability for all the classes are calculated. This is 

presented in figure 3. This is an example of calcu- 

Table 1. Classification statistics for vector with Vx and Vy 

variances for unfiltered data 

 
Model 1 Model 2 Model 3 Model 4 Model 5 

all 60 60 60 60 60 

correct 46 47 57 51 52 

incorect 14 13 3 9 8 

unclassified 0 0 0 0 0 

model 1 46 5 0 4 1 

model 2 9 47 3 2 2 

model 3 0 2 57 0 0 

model 4 1 2 0 51 5 

model 5 4 4 0 3 52 

 

Fig. 3. Probabilities for all the models for a few cases (exam-

ple) 

lated weights for all models for a few cases. It can 

be seen that the cases belongs to model 4, however 

PNN also suggests that they are close to model 5. 

 

Fig. 2. Cluster diagram for patterns in PNN (variances of Vx and Vy) 
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Jointly results of the research are presented in 

table 2. 

Table 2. Results of classification for different input vectors 

 

Unfiltered  

Variance 

Unfiltered  

ROT 

Filtered  

ROT 

number % number % number % 

all 300 100 300 100 300 100 

correct 253 84.33 210 70.00 213 71.00 

incorect 47 15.67 90 30.00 87 29.00 

incorect  

(neighbour  

allowed) 

20 6.67 57 19.00 42 14.00 

model 1 56 18.67 58 19.33 70 23.33 

model 2 63 21.00 66 22.00 66 22.00 

model 3 59 19.67 57 19.00 50 16.67 

model 4 59 19.67 59 19.67 69 23.00 

model 5 63 21.00 60 20.00 45 15.00 

 

It can be noticed, that the results for rate of turn 

vector are quite similar for unfiltered and for fil-

tered data, but the unfiltered values seems to be 

more reliable. In case of filtered ROT major mis-

matching appeared for models 1, 3 and 5. The best 

results however was achieved with the vector of 

variances. About 15% of cases were classified in-

correctly, however if neighbor miss-matching are 

allowed the number of incorrect classification is 

reduced to less than 7%. 

Conclusions 

The paper presents different possible approaches 

to interaction between elementary filters in multiple 

model neural filters. Different methods for making 

a decision about manoeuvre and numerical methods 

for interaction were theoretically presented. They 

are different for neural filer, comparing to numeri-

cal filters due to lack of Kalman matrixes. The in-

novation and its covariance has to be estimated 

based on output values from GRNN filter.  

Also the neural method has been proposed for 

interaction between filters – the use of probabilistic 

neural networks is suggested. PNN gives the prob-

ability for each model matching to analyzed input 

vector. These can be directly used as weights in 

multiple model filter. 

The results show that PNN might be an interest-

ing alternative for numerical methods. In future 

another values for mode matching shall be consid-

ered (like proposed in [12]) and the direct compari-

son to the methods used in numerical multiple 

model filtering shall be performed. 
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