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Early estimating the number of errors encountered during program testing
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An approach to estimate the number of errors encountered during the program testing process is proposed in
the paper. Considerations are based on some program reliability growth model which is constructed for
assumed scheme of program testing process. In this model the program under the testing is characterized by
means of so-called characteristic matrix and the program testing process is determined by means of so-called
testing strategy. The formula for determining the mean value of the predicted number of errors encountered
during the program testing is obtained. This formula can be used if the characteristic matrix and the testing
strategy are known. Formula for estimating this value when the program characteristic matrix is not known are

also proposed in the paper.
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1. Introduction

The testing of a newly developed program, prior
to its practical use, is a commonly followed
practice. The program testing process involves
the execution of the program with many sets of
input data with the intention of finding errors.
Testing is done to lower the chances of in-
service failures which are defined as an
unacceptable departure from a program
operation. A long period of testing results in
increasing the chances of detecting program
errors and decreasing the chances of in-service
failures, but it also results in increasing the cost
of the program testing process.

It is known that testing is the most
significant money consuming stage of the
program development. The cost of the program
testing process can make 50-70 percent of the
total cost of the program development,
especially for complex program systems [3].
Considering the essential impact of the testing
cost on the whole program development cost, the
testing process ought to be prudently planned
and organized. Decisions relative to the testing
process organization should be made on the
basis of the results of testing efficiency analysis.
In order to make such an analysis easier it may
be convenient to estimate the number of program
errors that could be encountered during the
process of program testing. The knowledge of
this estimation makes it possible to evaluate the
duration and the cost of the program testing
process, e.g. by means of formal, mathematical
expressions. Such evaluations can be very useful

in practice, e.g. for comparing the effectiveness
of different ways of program testing process
organizations (i.e. in order to find an optimal
organization).

The number of program errors encountered
during the testing process depends on many
factors, such as the testing process organization
(which defines the manner of the testing process
realization), the duration of the testing, the
qualifications and professional of testers
experience, and the reliability level of the
program at the beginning of the testing process.
The duration of the program testing process can
be determined by a time spent on testing
activities (it may be a calendar time or so-called
execution time) or by the cardinality of the set of
input data used for the testing. The first way of
the two mentioned above is characteristic for so-
called time-domain models of software testing
and the other way is specific to so-called data-
domain models [2,7].

This paper attempts to describe a
probabilistic model of the program testing
process for some scheme of the program testing
and to determine a formula to estimate the
number of program errors encountered during
the testing process.

2. Description of the program testing
scheme

An organization of a program testing process
depends on the program testing strategy which
was selected for the testing. In particular, this
strategy defines the way of the testing process
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realization and the set of program input data

which is used for the testing.

It is assumed that the program testing
process under investigation consists of a number
of organizational units of the program testing
process that are called the testing stages. Every
stage of the program testing process consists of
the two following parts of testing:

e the testing of the program with a prepared
set of program input data (tests),

e the comparison of the results with the
expected outputs for the data used and the
correction of encountered errors.

Let S mean the program testing strategy which is

defined as follows

S=K,(L1,Ly e, Lfp s L)), (1)
where:
K —the number of stages of the program testing
process,
L; — the number of program input data (tests)
used in the k-th program testing stage,

Lr >0, k=LK.

Let S denote the set of all strategies that
have the form (1). The strategy (1) defines a
program testing scheme. In accordance with this
scheme, the process of correction of program
errors which were encountered during the &-th
program testing stage can be started after the
execution of the program on all Lj tests is
finished. A situation that a number of different
tests of all Lj tests executed during the k-th
stage encounter the same error in the program
under the testing is possible. It is assumed that
every time when the program execution on the
single test leads to encounter a program error, a
so-called error message is generated. So,
according to the note mentioned above, it is
possible to obtain several times the same
message signalling the same program error.

Let M} (S) denote the number of error
messages generated during the k-th stage of

program testing process according to the testing
strategy S.

Let Ny (S) mean the number of errors

encountered during the k-th stage of that process.
While planning the program testing process

it is reasonable to consider the values Mp(S),

Ni(S), k=LK, as
According to earlier remarks the
Ny (S)<M.(S). So we can write

Ni(S)e{01,2,...Mi(S)}, k=LK. (2)

random variables.

value
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Let pj,;, define the probability of an event

that n errors will be encountered during a single
stage of the program testing if there are m error
messages in that stage, i.e.

Pum = Pr{Nk (S) = n/Mk ( S):m}, k=LK .
3)

If we assume that every execution of the
program on a single test can lead to at most one
error message and this message means encounter
of exactly one program error, we will have:

poo = P11 =1,
Pum =0 if n>m, 4)
Pum >0 if n<m, n>0,
and
o0
YpPum =L me{012,..}. (5)
n=0
Probabilities py,,, ne{O,l,...,m}, me{O,l,...}, form
an infinite matrix P=[ p;,,, ] as follows
1 0 0 0 0
01 pi2 P13 Pi4
0 0
P P22 P23 P24 | (5
00 0 p33 p34
00 O 0  pag

where values p,,;, are defined by (3).

The matrix P contains the values 0 below
the main diagonal because it is not possible to
encounter more different errors than the
signalized number of error messages.

The dependence (3) means that the values

of probabilities p,,,, for every program testing

stage only depend on the number of tests which
are used during that stage. The matrix P will be
called the characteristic matrix of the program
under testing.

The probability of a correct execution of the
program under investigation with a single input
data (test) is assumed to be a program reliability
coefficient in the paper.

If a number of errors is encountered in the
program and they are successfully corrected then
the program reliability level will increase. On
the basis of facts described in literature [2,3,4,5]
it is assumed that an increase of the program
reliability  coefficient,  obtained  through
encountering and correcting m errors, is of the
form
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Ar(m) =(1-r)(1-e%"), @)
m e {0,1,2,...},
where:

r — an initial value of the program reliability
coefficient, i.c. at the beginning of the
program testing process,

« — a parameter that characterizes both the
internal structure of the program under
testing and the impact of one error removal
on the increase of the program reliability.

3. Estimating the mean value of the
number of errors encountered
during the program testing process

Let N(S,P) mean the total number of errors
encountered during the process of the program
testing in accordance with the testing strategy S
and the characteristic matrix P. The value
N(S,P) is a random variable.

On the basis of previous assumptions and
(7) it can be shown that the probability
distribution function of the random variable
N(S,P) has the form as follows [6]
Pr{N(S,P)=n}=

S Pr{N|(S)=n1,... Ng(S)=ng } =

nytny+..tng=n

K L -1
= Z H Z pnlml Aml ('Zl ni’Ll)’
i=

np+ny+..+tng=n [=1m;=0

n:O,LiSi

(®)
where
/-1
Ay (X, L) =
i=1
I-1 "
L] - Zni
= ] e =lo(1-r] - )
mj
I I-1 Ly=my
—aZni
l-e =1 (1-p)

and value L(S) is the maximal — according to the
testing strategy S — number of encountered
errors, 1.e.

K
L(S)= > Ly .
k=1

(10)

The probability
Pr{Ni(S)=ny,...Ng(S)=ng},

ng=0,Ly, k= 1,K , denotes a distribution of

multidimentional random variable
(N1(S) =n1,.... Ng (S) =ng).
The knowledge of the probability

distribution function (8) makes it possible to
obtain a formula for the mean value of the
number of errors encountered during the
program testing process according to the strategy
S. We have

L(S)
E[N(S,P)]= X nPr{N(S,P)=n},
n=0
and then, according to (8)
E[N(s.P)]=

L(s)
SN

n=0 ny+ny+.+ng=nl=1m;=0

K L /-1

K Ly Ly
-3y % -
k=In1=0ny=0
Ly K n /-1
’ Z nKH Z pnlmlAml(.Z ni?Ll)
ng=0 I=1 m=0 i=1

(1)

The formula (11) for estimating the mean
value of the number of errors encountered during
the program testing process can be used in
practice if the program characteristic matrix P is

known. If the probabilities Prgmy > "
my €{0,1,2,...Ly }, k=1K, are unknown, it
is possible to estimate the boundary values of
this estimation by means of the following
theorem.

*k sksk
Theorem 1. Let P , P denote characteristic
matrixes of the program under the testing that
have forms:
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S o = O
(= ==
— o O O

(12)

~

I
o o o =
o o —~ o
o o —~ o
o o —~ o

Then, for any program testing strategy S and any
characteristic matrix P is
E[N(S,P*™)< E[N(S,P)| < E[N(S,P")].
(13)
Using the previous denotations and assumptions
we can also prove the following theorem.
Theorem 2. Let P* R P** mean the program

characteristic matrixes that have the forms (12).
Let S',S" € S denote the following program

testing strategies:

§"'=(L,(LL,....1)), (14)
—
L times
S"=(,L). (15)
Then we have:
Ar(S",P*)= min Ar(S,P") (16)
SeS(L)

€

Ar(S",P*)= max Ar(s,P") (17)
(L)

and
AF(S,P*™)= max Ar(S,P*) (18)

SeS(L

Ar(S', P™ )= min Ar(S,P™) (19
SeS(L)

where

S(L)={S =(K,(L1, L. L r.. L)) €

K (20)
eS: X Lp=L}
k=1

Both the theorem 1 and theorem 2 can be
proved on the basis of the results that have been
obtained in [5,6].

The formula (11) can be simplified if the
program characteristic matrix P has a specific
form. For example, if the program characteristic
matrix has the form (12) we will obtain:
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E[N(S,P")]=
K L L
=(1-rnXL. > .. (1)
k=1 n=0 np=0
k-1
Ly -aXmn k-1 -1

Y e = ] Ay (2 w1,
nj_1=0 =1 i=1

and

K 1
EINGS,PT1=3 X 4y (0,17)--
k=1 n;=0

1 o k-2 o k-1
Z Ank—l Zni,Lk_l Al anLk >

ng_1=0 i=1 i=1

(22)
where
I-1 n

, - —a 2

Ay (X mpLp)=|e =1 (1-7)
i=1
(23)
I-1 Ly—ny
- Z I’li
l-e =1 (1-7)
and

o k-1

Ank( 2 nlﬂLk)_
i=1
k-1 Ly )"k
-a 2 n
=ql-|1-e 1 (1-r) - (24
k-1 Ly (1-ng)
-a 2 n
l-e =1 (1-7)

For example, if P = P* and S=(2,(1,1)), we will
have

E[N(S, P =(-r)[l+r+e *1-r)].
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4. Conclusions

The formula for determining the mean value of
the number of errors encountered during the
program testing process (11) has been obtained
under the assumption that both the program
testing scheme and the program reliability
growth model are of the forms presented in
chapter 2. It is noteworthy that the assumed
program testing scheme and the program testing
strategy are both very popular in the software
testing. The assumptions concerning assumed
program reliability growth model, including the
formula (7), have been made according to some
literature facts, e.g. [1,2,3,4]. The formula (7)
can be obtained on the basis of some so-called
software reliability models, e.g. those proposed
by Shooman and Jelinski-Moranda [3].

The knowledge of the mean value of the
predicted number of errors encountered during
the program testing process is very useful from
the practical point of view. In particular, it
makes possible to reasonably estimate both the
duration and the cost of the program testing
process. These estimations can be very useful for
the planning of the program testing process. The
mean value of the number of errors encountered
during the program testing can be treated as a
measure of the increase of the program
reliability that was caused by the testing. An
example of such a use of the mean value of the
number of errors encountered during the testing
process to determine the value of both the
program testing cost and the program reliability
coefficient after testing can be found in [6].
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