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Ultrasound for Medical and Industrial Applications Group (UMEDIA)
Spanish National Research Council (CSIC)

La Poveda (Arganda), 28500 Madrid, Spain; e-mail: j.camacho@csic.es

(received January 20, 2012; accepted May 15, 2012 )

Ultrasound is used for breast cancer detection as a technique complementary to mammography, the
standard screening method. Current practice is based on reflectivity images obtained with conventional
instruments by an operator who positions the ultrasonic transducer by hand over the patient’s body.
It is a non-ionizing radiation, pain-free and not expensive technique that provides a higher contrast
than mammography to discriminate among fluid-filled cysts and solid masses, especially for dense breast
tissue. However, results are quite dependent on the operator’s skills, images are difficult to reproduce,
and state-of-the-art instruments have a limited resolution and contrast to show micro-calcifications and
to discriminate between lesions and the surrounding tissue. In spite of their advantages, these factors
have precluded the use of ultrasound for screening.
This work approaches the ultrasound-based early detection of breast cancer with a different concept.

A ring array with many elements to cover 360◦ around a hanging breast allows obtaining repeatable and
operator-independent coronal slice images. Such an arrangement is well suited for multi-modal imaging
that includes reflectivity, compounded, tomography, and phase coherence images for increased specificity
in breast cancer detection. Preliminary work carried out with a mechanical emulation of the ring array
and a standard breast phantom shows a high resolution and contrast, with an artifact-free capability
provided by phase coherence processing.
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1. Introduction

Ultrasonic imaging is a common practice for med-
ical diagnosis in many specialties from more than
three decades. For early breast cancer detection, it is
a technique that currently complements the informa-
tion provided by a previous mammography, the stan-
dard screening technique. The aim of screening is de-
tection of small and pre-invasive tumors in asymp-
tomatic women to achieve a high rate of treatment
success. However, since mammography measures tis-
sue density, it produces a high level of false negatives
in women with dense breasts and, since it uses ioniz-
ing radiation, the interval between examinations must
be no less than one year, giving rise to the so-called
interval cancer (Berry et al., 2005).
Current ultrasound practice is based on echogra-

phy, where the operator positions by hand the trans-
ducer over the patient’s body. Ultrasound has many
advantages over other imaging techniques like X-rays,
TAC, MRI, PET, etc. because it uses non-ionizing radi-

ation, provides high-contrast real-time images, equip-
ment is less expensive, and its application is pain-
free. Furthermore, with regard to mammography, ul-
trasound images allow a cleaner distinction between
fluid-filled cysts and solid masses. But, in spite of their
advantages, current ultrasound technology and pro-
cedures have limitations that, following international
guidelines, have precluded its use as a screening tool
for breast cancer. The main reasons are the sensitiv-
ity dependence on the operator skills, the difficulty for
imaging and registering the whole breast, and the lack
of resolution to detect micro-calcifications (Teh, Wil-
son, 1998).
The first two limitations are due to the operational

procedure. Images are taken by hand from different ori-
entations, which makes it difficult to obtain repeatable
results in a historical perspective. Also, the detection
and location of a tumor greatly depends on the op-
erator’s experience. Moreover, reflectivity ultrasound
images display differences in the acoustic impedance
of tissues, which may be subtle, with low specificity

Authenticated | 195.187.97.1
Download Date | 12/12/12 9:21 AM



254 Archives of Acoustics – Volume 37, Number 3, 2012

for tumor distinction from the surrounding healthy tis-
sue. This way, ultrasound is just used as a complemen-
tary technique to mammography (Nothacker et al.,
2009).
However, some recent developments try to over-

come these limitations with automatic imaging sys-
tems based on ring transducers with a large amount of
elements. The ring array surrounds a hanging breast
immersed in a water-bath (Stozka et al., 2004;Waag
et al., 2006; Duric et al., 2007). With this circular ge-
ometry, slice images at coronal planes are acquired.
Moving the ring array vertically one can obtain a vol-
umetric image (Fig. 1a). This arrangement avoids the
problems associated with scanning the transducer by
hand, so that the images are repeatable. The circular
geometry provides an increased resolution which may
be determined by the signal bandwidth instead of the
aperture size. This is useful to improve the detection
of micro-calcifications.

a)

b)

Fig. 1. a) Concept for breast imaging in real-time
based on a circular array with thousands of elements,
b) experimental arrangement with mechanically ro-

tated conventional arrays.

On the other hand, other imaging modalities may
provide increased specificity for breast cancer detec-
tion, as it has been shown with ultrasound velocity
transmission tomography (Li et al., 2008). One of its

advantages is that it provides quantitative data of the
whole breast, and transmission measurements are in-
dependent of echo images.
A recent achievement of our group provides an im-

proved resolution and contrast for ultrasonic images by
means of phase coherence processing (Camacho et al.,
2009). Furthermore, this technique complements the
others by suppressing grating lobes, sidelobes, and re-
verberation artifacts.
This work presents a low-cost arrangement to ex-

periment with different imaging modalities. A stan-
dard breast-mimic phantom that includes low and high
scatterer density cysts and micro-calcifications is used
for imaging. To avoid the expenses of a ring array
with thousands of elements standard 128-element ar-
rays have been used for this preliminary study. The
arrays are mechanically rotated to emulate a circular
aperture (Fig. 1b). Commercial equipment with pulse-
echo and transmission capability is used for the exper-
iments. This arrangement allows easy testing of differ-
ent ultrasound imaging modalities at the expense of
a rather large acquisition time.

2. Imaging modalities with circular arrays

Conventional echography uses linear or slightly
curved arrays of N independent transducer elements.
Beam steering and focusing is carried out by electronic
means, using a set of fixed delays for the individual ex-
citations and dynamically changing the delays for the
signals received by every element. This is the stan-
dard phased array technique that provides images in
real time and, in practice, the only ultrasonic imaging
modality used for diagnostic purposes. However, with
a circular array surrounding the inspected body, sev-
eral other modalities are possible, in particular: syn-
thetic aperture, transmission tomography, and phase
coherence imaging. All these methods, described in this
section, are being implemented in the present system
and are the basis of our multi-modal approach. Finally,
in section 5, first results with phased array image com-
pounding and phase coherence imaging are presented.

2.1. Phased array and image compounding

Phased array image quality is limited by several
factors. First, while dynamic focusing is applied in re-
ception, focusing in emission is performed at a single
depth to keep a relatively high frame rate. Thus, reso-
lution is better at the focus proximities.
Second, the lateral resolution∆x improves with the

aperture size D:

∆x = k
λ

D
z, (1)

where k is a constant (≈ 1), λ is the wavelength, and z
is depth. Therefore, the larger the aperture, the bet-
ter the resolution. But, to avoid grating lobe artifacts,
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the distance d between elements must be kept below
λ/2, so that a high number N of elements and associ-
ated electronic channels is required to obtain a large
aperture D = N · d.
Third, the sidelobes level limits the contrast and

dynamic range of phased-array images. Apodization
techniques help to reduce their impact at the expense
of some losses in the lateral resolution (Szabo, 2004).
On the other hand, a single phased array image com-
posed of L scan-lines over a length z can be acquired
and processed in a time,

TP =
2z

c
L. (2)

For z = 150 mm, c = 1.5 mm/µs, and L = 150, the
acquisition time is TP = 30 ms and the frame rate that
can be reached is 33 images/s (real-time imaging).
The phased array technique can be advantageously

used in a circular geometry. A large set of sector images
with active apertures at different angular positions can
be averaged in the overlapping region to form the fi-
nal image (Fig. 2). This process is known as image
compounding and has been previously used with con-
ventional arrays, getting contrast improvements and
clutter reductions (Jespersen et al., 1998).

Fig. 2. Compound image built from sector phased array
images with a circular array geometry.

A time TC = n · TP is required to acquire a sin-
gle compound slice image built from nphased array
images taken at 360◦/n angular intervals. This takes
about 0.5 s per slice image with the above parameters
and n = 16. By vertically moving the ring array a set
of 120 slices can be obtained in 60 seconds, which is
a rather high time interval for the clinical use. How-
ever, since the results are obtained in real-time, the
operator can set the vertical position of the ring array
for zooming and looking for details. This is useful for
in-situ diagnostics and deciding whether further explo-
rations or proofs are necessary.

2.2. Synthetic aperture techniques

Another approach is based on synthetic apertures.
The “gold standard” is the synthetic transmit aperture

or STA. A single or a reduced set of elements generate
an omnidirectional wavefront. The whole N -elements
aperture is used in reception, and a low-resolution im-
age is obtained by compensating the time-of-flight dif-
ferences from the emitter to every imaged point and
back to each receiver element. This process is repeated
N times, changing the position of the emitter. Adding
together the low-resolution images yields an image fo-
cused in emission and reception with a high resolution
and contrast (Trots et al., 2010). The cost of this
technique is the huge data volume generated and the
requirements for a high performance hardware. The
current technology does not allow obtaining the STA
gold standard in real time (Jensen et al., 2005).
Various approaches that are based on the effec-

tive aperture concept allow reducing the number of
emissions, so that the frame rate can be increased
with regard to the phased array technique, while pre-
serving a high resolution and dynamic range, at the
cost of a reduced signal-to-noise ratio (Nikolov, Be-
har, 2005). Some of these alternatives also reduce the
number of receiving elements, which achieves real-time
imaging with the use of GPUs (Romero et al., 2009).
Synthetic aperture techniques can also be applied

in a circular geometry (Fig. 3) with further resolution
improvements. The combined effect around 360◦ ap-
proaches the radial resolution ∆z of every partial im-
age. In fact, given by the transducer bandwidth B:

∆z ≈
c

2B
≈ λ. (3)

Differently from (1), this equation yields a depth-
independent resolution. Moreover, for z>D (that is,
F# > 1), Eq. (3) yields a better resolution than (1).
To this purpose, the image is progressively formed in
a rectangular grid using the analytic signal to preserve
the phase information, so that constructive and de-
structive interferences take place at building the final
image.

Fig. 3. STA imaging: a small aperture is used for omnidirec-
tional emission and a large one for reception. The analytical
signal corresponding to the time-of-flight from the emitter
to every image pixel and to every receiving element is ob-
tained. Then, the emitter aperture is moved by an angular
interval and the process repeated. The final image results

by averaging all the partial images.

The acquisition time for every low-resolution im-
age is,

TS =
2z

c
. (4)
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With the parameters given, each low-resolution im-
age is acquired in 0.2 ms. Taking these images at 0.5◦

intervals around the circle, the acquisition time for
a slice is 144 ms (composition of 720 low-resolution
images). To get the full volume of 120 slices, a total
time lower than 18 seconds is required. This is a good
figure for the clinical use.
However, there are also other associated costs. The

computing time and data volume have not been con-
sidered in the previous calculation. In a circular image
of a 150 mm diameter with the resolution of 0.1 mm
there are about 1.8 Mpixels. Using receiving aper-
tures of N = 256 elements, every partial image re-
quires processing 460 MS (complex samples) with the
delay-and-sum algorithm. A slice composed from 720
low-resolution images requires processing of around
330 GS, and the whole volumetric image amounts for
40 TS. Processing and storing this huge information
volume can take much longer than the acquisition time,
even if a specialized hardware is used to accelerate the
process.
On the other hand, at 0.5◦ intervals in a ring trans-

ducer of a 100 mm radius, the distance between emit-
ters is about 0.9 mm, which represents 6λ for a 5 MHz
frequency transducer. As the inter-element distance
must be kept below λ/2 to avoid grating lobes, the
number of array elements should beN ≈ 4200. As a so-
lution of this problem, techniques based on the effec-
tive aperture concept could be explored to obtain an
equivalent dense circular aperture with fewer electronic
channels but the same high number of array elements.
Phase coherence processing which suppresses grat-

ing lobes, as it is explained below, may be a better al-
ternative. If the inter-element pitch is increased from
λ/2 to approximately 2λ, the number of elements and
associated electronic channels is reduced by four (for
example, to 1024 channels). This is beneficial to lower
the implementation costs, as well as to reduce the data
volume involved in the acquisitions.

2.3. Transmission tomography

Finally, the third imaging modality is transmission
tomography. In this case, two opposing apertures are
used in a through-transmission mode, one acting as the
emitter and the other as receiver (Fig. 4). The emitter
is created by a reduced set of array elements to pro-
duce a fan-beam illuminating the inspected body. The
time-of-flight from emission to reception is recorded at
every element of the opposite receiving aperture. This
is repeated many times changing the angular position
to cover the 360◦ circumference, keeping both aper-
tures in opposite sides.
Computed tomography algorithms, modified to

take into account ultrasound refraction with changes in
the propagation velocity, are applied to obtain velocity
images (Quan, Huang, 2007).

Fig. 4. Ultrasound transmission tomography arrangement
with fan-beams.

Basically, for straight-ray paths, a rectangular grid
is defined with M cells small enough to consider con-
stant the propagation velocity within the cell. If the
total number of rays generated around the circle is N ,
the time-of-flight of the ray i is,

Ti =
M∑

j=1

lijbj , (5)

where bj is the inverse of the sound velocity at cell
j (slowness), and lij is the length of the ray i when
crossing the cell j, which is frequently set to one if
the ray crosses the cell or to zero if it does not. This
is a system of N equations with M unknowns {bj},
where usually N > M , that can be solved by the least
squares method. Numerical techniques to avoid the ill-
conditioned equations (the values of Ti are large and
those of lij are small) must be applied and a subset of
equations can be used (Duric et al., 2005). In order to
take into account the ray bending due to refraction, an
iterative procedure is followed, progressively refining
the slowness values found for every cell (Li et al., 2008).
Acquisition time for ultrasound tomography de-

pends only on the number of emissions if parallel re-
ceiving channels are available. For 360◦ emissions (at
intervals of 1◦) with a ring array of 200 mm diameter,
a single slice can be acquired in less than 60 ms. This
way, the volumetric data of 120 slices would take about
7 seconds, which is a very good figure for the clinical
use.

2.4. Phase coherence imaging

Phase coherence imaging (PCI) yields an image of
the phase concentration of the received signals after
application of the focusing delays (aperture data). PCI
can be used with the phased array, as well as with the
synthetic aperture modalities by providing, at every
pixel, a coherence factor with values in the range [0, 1]
(Camacho et al., 2009).
Basically, it measures the focus quality so that,

when the received signals originated at the focus, the
coherence factor approaches unity, while for the out-of
focus signals it tends to zero. This way PCI is insen-
sitive to side and grating lobes, as well as to reverber-
ations, since these indications are produced in regions
far away from the focus. By the way, this reduces the
main-lobe width, which also improves resolution.
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PCI image itself is useful to show weak reflectors
immersed in clutter (like micro-calcifications), since
the coherence factor does not depend on the reflected
signal amplitudes and, the clutter, originated by un-
resolved scatterers in the range cell, is simultaneously
reduced. Besides, PCI improves the resolution and con-
trast of the phased array and synthetic aperture images
by weighting the output of these beamformers.
Its operation does not require additional acquisi-

tion time when jointly used with the phased array
or with synthetic aperture techniques, since a specific
hardware can obtain the coherence factors in real-time.

3. Experimental arrangement

A first experimental arrangement is presented in
Fig. 1b, where a cylindrical tank, two independent
arms holding linear 128-element arrays of 5 MHz
(Prosonic, Korea) and a breast phantom (Gammex-
RMI, USA) are shown. Independent circular movement
is provided by means of worm and wheel attachments
driven by stepper motors that offer a high mechanical
resolution (0.1◦) and low hysteresis. The motors were
individually controlled by our own designed drivers
with the USB interface. Both array arms can be in-
dependently and freely moved with the limitation that
their relative angular distance cannot be less than 30◦

because they lie in the same plane. Figure 5 shows
a schematic representation.

Fig. 5. Schematic representation of the experimental
arrangement.

A phased array SITAU 112 system (Dasel, Spain),
with 128 pulse-echo and transmission channels in par-
allel, was used to acquire and process the ultrasonic
data. This instrument is connected to a computer by
means of an USB-2.0 interface. The computer receives
and further processes data provided by the ultrasonic
equipment with programs written in MATLAB (The
Mathworks, USA) that also control motor movements.
This arrangement can be used to emulate a ring ar-

ray composed of thousands of elements at low-cost, but
without high frame-rate capabilities. However, since

the arrays are linear, the emulated geometry is not cir-
cular but polygonal. This has little importance as long
as the accurate position of every element is known.
This requires a calibration procedure that, anyway,
must be also followed for circular arrays to compen-
sate for possible manufacturing gaps and tolerances.
Furthermore, a polygonal ring composed of indepen-
dent linear arrays may be less expensive than a single
circular array. Also, such an arrangement is easier and
cheaper to maintain if dead elements appear by simple
substitution of the damaged array.

4. Calibration procedure

Precise knowledge of all operating parameters is es-
sential to obtain high quality images. In particular, the
sound velocity in the coupling medium (water) must
be accurately evaluated, as well as the positions of all
the array elements with regard to a reference coor-
dinate system. Since the mechanics is precise, circular
movement can be assumed, although with an unknown
radius.
The calibration takes place in two steps. First, the

sound velocity is evaluated using a phantom composed
of two parallel 0.1 mm diameter copper wires (λ/3 at
5 MHz). The distance between the wires is accurately
known and a base plate assures their vertical position.
This phantom is set alone in an arbitrary position of
the tank filled with water.
Using a single element of an array in pulse-echo,

a search is performed to find the angular position
where the time interval between both wire echoes is at
maximum. In this situation the element and wires are
aligned, and the sound velocity is obtained as double
the wire distance divided by the time interval among
echoes.
The second step determines the element positions.

To this purpose, it is enough to find the radius R to
the array center and the angle β formed by the radius
and the normal to the array (Fig. 6). At this stage it
is assumed that the nominal array mechanical charac-
teristics are accurate enough (possible deviations lower
than λ/10).

Fig. 6. Arrangement for the calibration of the array element
positions.

To this purpose a single 0.1 mm copper wire nor-
mal to the array plane is put at an arbitrary position.
Its unknown coordinates with regard to the absolute
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reference are (xR, yR), assumed at the circumference
centre. The distance from element i to the wire is:

r2i = (xi − xR)
2 + (yi − yR)

2 =

(
cti
2

)2

, (6)

where ti is the measured round time-of-flight to the
target and c is the sound velocity. On the other hand,
the element coordinates are given by:

xi = R cosϕ+

(
i−

N−1

2

)
d cos

(
ϕ− β −

π

2

)
,

yi = R sinϕ+

(
i−

N−1

2

)
d sin

(
ϕ− β −

π

2

)
,

≤ i ≤ N,

(7)

where ϕ is the absolute angular position of the array
centre, which is accurately known, N is the array num-
ber of elements and d is the distance between elements.
Substitution of (7) in (6) provides a set of N non-

linear equations with 4 unknowns (R, β, xR, yR) which
can be solved by numerical methods. However, al-
though the equation system is over-dimensioned, the
measurements of the round trip time of flight are
quite related to yield accurate results. But, repeating
the measurements in several angular positions (chang-
ing ϕ) and the wire position (changing xR, yR) pro-
vides a larger variability on the ti values, which yields
better results for R and β. It was found experimentally
that using 8 angular positions of the array (every 45◦)
and 4 positions of the reflector (one at every quad-
rant) repeatable results are obtained. By taking just
the time of flight to the extreme elements, the system
is composed of 64 equations with 10 unknowns and
is solved by numerical methods. This procedure con-
siders R and β constants independent of the angular
position of the array. Care was taken to avoid array
displacements when rotating due to, for example, the
cable tension.

5. First results

Preliminary experiments were conducted to assess
the performance of the proposed arrangement. Up to
now, only three imaging modalities were used: phased
array, image compounding and phase coherence pro-
cessing. Algorithms for transmission tomography and
synthetic aperture techniques are under development.
A standard medical-grade breast phantom designed

to train operators for biopsies was used for the experi-
ments (Gammex-RMI, USA). It includes reflectors and
high and low scatterer density objects to mimic micro-
calcifications, masses and cysts. A schematic represen-
tation of the phantom at the image plane is shown in
Fig. 7.
Images were obtained in the phased array mode

from 36 angular positions (at 10◦ intervals), using the
full 128-element aperture for every position. Figure 8
shows four of the phased array images (at angular po-

Fig. 7. Scheme of the breast phantom with high and low
density scatterers’ cylindrical objects.

sitions of 0◦, 80◦, 140◦, and 240◦), which give partial
views of the breast phantom.
It can be appreciated that clutter and sidelobes are

rather high in the phased array imaging mode, thus,
limiting the reliable detection of lesions. The diagnos-
tics is not easy, since only a partial region of the breast
phantom is seen. Finally, if taken by hand, it is difficult
to reproduce any of these images.
However, when combining the 36 phased array im-

ages acquired with the circular arrangement, a full
360◦ view is obtained (Fig. 9). Image is shown with
a 50 dB dynamic range. It can be appreciated that
cysts and masses are clearly identified, as well as micro-
calcifications. Also, their positions are easily deter-
mined.
The resolution agrees with the theoretically ex-

pected one. Furthermore, the contrast to noise ratio
(CNR) improves by image compounding, as it has been
previously found by other researchers.
However, some of the reflectors that mimic micro-

calcifications are not well resolved over the clutter
floor. Also, around the centre of the image, there are
some artifacts that are due to reverberations between
the “skin” and the transducer. These could be confused
with tissue structures in a real examination.
Figure 10 shows a detail of the central region.

At left (compounded image), the reverberation ar-
tifacts are clearly visible. Also, some of the micro-
calcifications show a low contrast with regard to the
clutter floor level. At right, the phase coherence image
of the same region is shown, where the artifacts have
been suppressed and the micro-calcifications are made
more evident, with a high contrast and resolution.
On the other hand, the phase coherence image

alone shows a darker central region. This is due to
the single focus in emission of the phased array tech-
nique, which was set halfway between the phantom
centre and the perimeter in this experiment (25 mm
from the center). As the emitted beam is narrow in
this region, the range cell becomes thinner, which in-
creases the scatterers coherence and hence, the phase
coherence value. With synthetic aperture techniques,
where emission and reception focusing is applied at all
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a)

b)

c)

d)

Fig. 8. Four phased array images, taken at angular positions
0◦, 80◦, 140◦, and 240◦.

Fig. 9. Compound image of the breast phantom.

Fig. 10. Top: detail around the centre of the compound im-
age, showing the artifacts and low-contrast to detect some
micro-calcifications, bottom: phase coherence image of the
same region, where the artifacts have been suppressed and

the micro-calcifications get highlighted.
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the imaged points, it is expected to achieve a lower
clutter (better contrast) and higher resolution.

6. Conclusions

This work has been carried out to test the possi-
bilities of ultrasound for detecting breast cancer by
means of a circular geometry and multiple imaging
modalities. Preliminary results with a low-cost, low
frame-rate mechanical moving hardware and a stan-
dard breast phantom have been obtained using phased
array, compound, and phase coherence imaging modal-
ities. This arrangement has shown the capabilities for
detecting cysts, solid masses, and micro-calcifications.
A calibration procedure was required to accurately ob-
tain the operational parameters (sound velocity in the
coupling medium and position of the array elements).
It has been demonstrated that, with conventional

phased array technology, slice images with reduced
clutter and improved contrast-to-noise ratio are ob-
tained by compounding many sector images taken from
different angular positions. Further, phase coherence
images are artifact free and provide an increased res-
olution and contrast. The phase coherence image in-
formation complements that of the compound image,
and both can be combined by a simple multiplication.
These results indicate that a ring array surround-

ing a suspended breast is a good choice to improve
sensitivity, resolution, and contrast for breast cancer
detection. Furthermore, it provides volumetric infor-
mation by taking many image slices. These images are
repeatable to follow up the patient evolution after suc-
cessive examinations at the prescribed periods. Also,
the acquisition time for different modalities and volu-
metric imaging has been estimated, ranging from a few
seconds to around one minute.
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The objective of this investigation was to test the effectiveness of the Acoustic Emission (AE) mea-
surements in determining the critical stresses during four-point bending of mortar beams. Within the
measuring procedure the parameter σcr/σ300 was calculated and analysed. Additionally, the influence of
cement replacement by high calcium fly ash (HCFA) on the process of crack healing was discussed. Mortar
beams with different content of HCFA and reinforced by steel microfibres were prepared for tests. After
curing in standard conditions the beams were subjected to four-point bending test in order to introduce
the pre-cracking. Thereafter the beams were cured in the lime water and loaded after 56 and 112 days
in the same way as for the first time. Additionally the microstructure of mortars was studied in a stereo
optical microscope as well in an electron scanning microscope including the Energy Dispersive X-ray
analysis (EDX). The results of microstructural characterization of mortar containing HCFA from lignite
combustion are presented. The applied load level slightly exceeded the critical stress, producing intense
crack growth processes however did not significant affected the load capacity of the beams. During the
consecutive loading the decreasing tendency of σcr/σ300 ratio was noted. The obtained results confirm
that the latter parameter can be applied as a measure of the composite degradation level for the elements
carrying the repeated loads of amplitude close to the critical stress of the structure and also that the
cement replacement with HCFA influences the process of crack healing.

Keywords: critical stress, Acoustic Emission, microcracking, self-healing, concrete microstructure,
fly ash.

1. Introduction

The concrete structures are subjected to static or
dynamic load and environmental interaction what col-
lectively evoke the continuous processes of structural
degradation. These processes include: loss of load bear-
ing capacity, evolution of crack systems, deflections
and deformations. The cumulation of defects imply the
growth of cracks leading to the catastrophic loss of
structural integrity. The effects of formation and prop-
agation of defects significantly influence the strength
and durability of concrete elements (Golewski, Sa-
dowski, 2007; Marks M. et al., 2012).
During exploitation of real structures the oppo-

site effect to crack growth is also observed. The phe-
nomenon of self-healing (self-regeneration, autogenous
healing) in cementitious composite materials was dis-
covered many years ago. First test results on the

self-healing of cracks in concrete were published by
Abrams (1917). The large study of the effect men-
tioned above delivered (Kasperkiewicz, Stroeven,
1991) who tested plain concrete beams with a cen-
tral notch and recorded Crack Opening Displacement
(COD). The results proved considerable influence of
initial value of the preliminary crack width and only
in fine microcracks appreciable healings were observed:
for COD exceeding 0.3 mm only approx. 10% of re-
covery was stated. In recent papers (Qjan et al.,
2010) these results have been confirmed. Mor et al.
(1989) measured crack healing in lightweight con-
crete. Schiess, Reuter (1992) observed influence of
crack healing on permeability of reinforced concrete
elements. Cracks caused by freeze/thaw cycles were
healed in tests by Jacobsen, Sellevold (1996),
Reinhardt, Jooss (2003) determined progress of
healing in relation to temperature and crack width.
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Şahmaran et al. (2008) observed crack healing in con-
crete with high volume of standard fly ash of Class F,
whileWenhui et al. (2008) confirmed the influence of
damage degree on healing of cracks in concrete.
Possibility of self- healing of cracks in the el-

ements subjected to water flow was confirmed by
Hosoda et al. (2009). Several investigations concerned
self-healing in high performance concretes (Granger
et al., 2009) – the results of self-healing in ultra
high performance concrete with water to cement ra-
tio w/c = 0.2 were modelled. After curing period of
20 weeks in water, healing was observed after load-
deflection curves and acoustic emission records. Com-
parative tests with concretes of w/c equal to 0.35 and
0.48 did not show any self-healing.
On the basis of the research cited above it may

be concluded that self-healing is reported to definitely
exist in cementitious composites and to influence their
strength, rigidity and density, although this high po-
tential is not explicitly employed in any design code of
practice. It is believed that the self-healing of microc-
racks in elements subjected to bending is particularly
important from practical viewpoint, because in most
cases the concrete and reinforced concrete elements
are used in that state of stress (Gray, 1984; Han-
nant, Edgington, 1975; Hannant, Keer, 1983).
At the preliminary stage of degradation the dam-
ages in the bulk of the concrete elements are possi-
ble to detect only with the application of sophisticated
techniques, including acoustic methods (Hoła, 1999;
Ohtsu, 1996;Yuyama, Ohtsu, 2000). The most com-
mon example is using Acoustic Emission for crack
formation monitoring in mechanically loaded objects
(Arrington, Evans, 1977; Ouyang et al., 1991).
In the research presented in (Ruesch, 1959; Rana-
chowski et al., 2009) a remarkable progress of AE sig-
nal activity was reported related to the increase of me-
chanical load applied to compressed or flexured spec-
imens made of materials with brittle matrix. Due to
auxiliary tensometric measurements it could be noted
that at certain stress level applied to an element a lo-
cal increase of volume of damaged section is recorded
due to the crack growth. The effect appears when ca.
75% of ultimate stress was exceeded. Thus the stress
level mentioned above, related to remarkable AE signal
activity increase was named a critical stress.
In the paper a possibility of application of AE

method to determine the critical stresses in bending
mortars with different compositions and also the ex-
perimental results of self-healing process in the beams
under bending are presented. The mortars were rein-
forced with steel microfibers. The cement paste was
partially replaced with HCFA to examine mechanical
properties of such a composite material. The previous
research described in (Tsimas, Moutsatsou–Tsima,
2005; Jóźwiak–Niedźwiedzka et al., 2011) let the
authors to conclude that high calcium fly ash is a valu-

able addition to mortars and concretes. Dispersed steel
microfibers were added in order to assess the growth of
cracks in a relatively brittle material. The microfibers
also simulated ordinary steel reinforcement generally
applied in real constructions.
It is expected that the self-healing process, if quan-

tified in a reliable way, might be explicitly employed
in design codes of practice for concrete structures.
Self-healing of cracks in the reinforced concrete ele-
ments under bending may reduce permeability of ex-
ternal layers that provide cover for steel reinforcement
against corrosive environment. Therefore, certain pos-
itive influence on durability of civil engineering struc-
tures may be expected even if only partial recovery of
strength would be possible.

2. Experimental research

2.1. Materials and preparation of specimens

In all mixtures ordinary Portland Cement CEMI
42.5R (PC) and high-calcium fly ash with content of
CaO of over 22% were used. Chemical composition of
PC and HCFA are presented in Table 1.

Table 1. Chemical composition of Portland Cement
and High Calcium Fly Ash.

Constituent (% by mass) CEM I 42.5R HCFA

SiO2 22.2 39.2

Al2O3 5.3 23

Fe2O3 3.0 4.95

Σ SiO2 + Al2O3 + Fe2O3 30.5 67.15

CaO 66.3 22.4

SO3 2–6 3.07

CaO free 1.3 1.46

MgO 1.3 1.27

Loss on ignition 0.2 1.85

Glassy phase content – 64.23

Unprocessed HCFA was applied and it contained
mainly spherical particles with predominant grain size
between 20 and 60 µm and conglomerate both, spheri-
cal and irregular shape, size from 60 to 80 µm. The
morphology of the HCFA particles is presented in
Fig. 1.
The HCFA, a by-product of lignite burning, is cap-

tured by electrostatic precipitators. It has a form of
a very fine powder, originating from the presence of
highly active constituents, such as reactive lime, re-
active silica and alumina. It has CaO content within
the range from 10 to 40% and therefore so-called self-
setting is observed, and for this reason high calcium
fly ash is considered as a pozzolanic and hydraulic ma-
terial (Tsimas, Moutsatsou–Tsima, 2005). HCFA
also contains significant amounts of calcium alumi-
nate glass which is more soluble than the glass in low-
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Fig. 1. SEM micrograph showing the morphology
of the HCFA particles.

calcium fly ash and may slowly release calcium and
aluminum into solution.
As for fine aggregate, standard siliceous sand

0–2 mm according to PN-EN 196-1 was used. The wa-
ter/binder (cement + high calcium fly ash) ratio was
held constant equal to 0.4. Steel microfibres Dramix
OL6/.16 were used with volume fraction 1%. These
microfibres are 6 mm long and 0.16 mm in diame-
ter, made with high-carbon steel with minimum tensile
strength equal to 2000 N/mm2. The mix proportions of
mortar are shown in Table 2. Mortar denoted as R-0%
was the reference composition without fly ash. Other
mortars R-30 and R-60 had 30 and 60% of Portland
cement replaced by fly ash, respectively.

Table 2. Mortar mixture proportions in [kg/m3].

Constituents
Mix ID

R-0% R-30% R-60%

Cement 1000 700 400

Siliceous Sand (0–2.0 mm) 600

High Calcium Fly Ash 0 300 600

Water 400

Fibers, 1% vol. 78.6

The constituents were first mixed with water in
a kind of Hobart mixer for 1 min thoroughly. Then
fibres were added and the mixture was mixed again
for 1 min. Coupon specimens with the dimensions
240 × 320 × 40 mm were cast and cured 1 day in
the moulds under sealed conditions. Then the coupons
were cured in the lime water for another 27 days. When
the time of pre-cracking arrived, each coupon was sawn
into six beams with the dimensions of 220×40×40mm.

2.2. Pre-cracking of specimens and program of tests

The beams were loaded in four-point bending test
where the support span was set up for 200 mm with

the middle loading span equal to 66.7 mm, what is
presented in Fig. 2.

Fig. 2. Specimen under loading with two concen-
trated forces.

All beams were loaded up to maximum deflection
equal to 0.3 mm. This deflection was arbitrarily se-
lected in order to obtain central crack in the beam of
appropriate width for self healing. The deflection did
not cause the crucial loss of beam stiffness, however
its level guaranteed the excess of the critical stress in
central cross-section of the sample. The tests were re-
peated at selected dates to register healing process in
time; the test program is given in Table 3. The acous-
tic emission events were recorded in order to monitor
crack propagation.

Table 3. The testing program.

Denotation Age since precracking [days]

Casting – −28

Precracking A 0

Loading #1 B 56

Loading #2 C 112

2.3. Acoustic Emission measurements

Acoustic emission effects were registered and
recorded in order to monitor the progress of cracking
process during loading. Registration of AE signals was
performed with a wideband AE sensor of type WD
PAC. A custom-made AE analyser included high-pass
filter with roll-off frequency of 15 kHz, 60 dB amplifier
and fast 12 bit A/D converter to store the source signal
in a PC disk. AE signals of duration longer that 100µs
and which amplitudes exceeded 1 mV were recognized
due to applied software. The AE sensor was placed in
the central part of the loaded beam at it lateral sur-
face and coupled with the beam body with a silicone
grease. All the 18 records of AE activity described be-
low have revealed the excess of the critical load. At
that level of stress the significant increase of AE event
rate was noted. The parameter describing the flexural
stress induced in beam loaded in four-point bending
σfl was calculated after the formula recommended by
the ASTM C1018-94 for the case where middle span
equals 1/3 of the support span:

σfl = P L/(b h2) [MPa], (1)
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where P – loading force [N], L – support span [mm],
b – beam width, h – beam height [mm].
Using the formula (1) the following parameters

were calculated: 1 – σ300, denoting flexural stress level
at 300 µm deflection and 2 – σcr, denoting flexural
stress level at critical load, whereas σcr < σ300.

2.4. Microscopic tests methods

The evaluation of the microstructure was per-
formed using stereomicroscope and back scattered elec-
tron microscope (BSE). The stereomicroscope Nikon
SMZ 800 and colour video camera SONY DXC 950P
were used for determination of the microstructural
changes in the specimens at the micro scale (magnifi-
cation 63 times). In the higher magnification the spec-
imens were examined using Scanning Electron Micro-
scope (SEM), BSE together with Energy Dispersive
X-ray analysis (EDX). The specimens were analyzed
after 1st loading (total 57 days of curing) in the SEM-
EDX mode on the polished surface and after 2nd load-
ing and additional 28 days of curing in the lime water
(total 170 days of curing) – in the stereomicroscope.
Parallel with microscopic observations after 170 days
of maturity period the SEM analysis has been executed
on the split surface of the specimen.
Additionally, certain samples were analysed using

Laser Scanning Confocal Microscope of LEXT type
equipped with a MPALON object – lens of 20 X magni-
fication. Pictures made with the latter equipment were
taken of surfaces polished in the same way as for the
SEM analysis.

3. Results of measurements and their analysis

Typical experimental results obtained during pre-
cracking and after curing in lime water during 56 and
112 days respectively, are shown in Figs. 3, 4 and 5.
The onset of the critical crack was marked with ‘x’
at these Figures. The load rate was set to 25 N/s
however due to differences in stiffness within the el-
ements of the loading machine and the concrete beam
the deflection measured by the gage placed below the
beam was of non-linear character. Therefore in Figs.
3–5 the load and AE events sum versus time is placed
with additional marker of measured deflection at the
moment when a critical stress had been reached. The
analysis of the results had revealed that the consecu-
tive loadings were of minor importance to the loss of
stiffness of examined beams. It is possible that a self-
healing during a relatively long periods of curing was
responsible for the effect of stiffness recovery. At this
moment it seems impossible to separate the varia-
tion of stiffness due to cracking and to healing. How-
ever more distinct variations of stiffness were found
out after comparison of the beams made of different
mixes.

Fig. 3. Load vs. time and AE events sum vs. time recorded
during pre-cracking in the beam made of a mix without
HCFA admixture. A critical crack growth was detected af-

ter the deflection of 142 µm was reached.

Fig. 4. Load vs. time and AE events sum vs. time recorded
in the beam after 56 days of curing, made of a mix with
30% HCFA admixture. A critical crack growth was detected

after the deflection of 75 µm was reached.

Fig. 5. Load vs. time and AE events sum vs. time recorded
in the beam after 112 days of curing, made of a mix with
60% HCFA admixture. A critical crack growth was detected

after the deflection of 67 µm was reached.

It can be assumed that crack growth did not af-
fected seriously the mechanical strength of the inves-
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tigated beams because the capacity of carrying the
load was partly realized by the system of micro re-
inforcement. Therefore the beams were good models
of a real reinforced elements used in civil engineer-
ing. The quantitative analysis of mechanical strength
of the investigated beams was made in the following
way. The results of two samples of each set (i.e. R-0%,
R-30% and R-60%) presenting the lowest and the high-
est value of σ300 parameter were rejected and the other
were averaged. The standard deviation calculated for
the remaining 4 members did not exceeded 20% of the
mean value. The mean values of flexural stress σ300

calculated for three types of mixes and its changes due
to consecutive loadings are presented in Table 4 and
the critical value of flexural strength are presented in
Table 5.

Table 4. Mean values of flexural strength σ300 calculated
for three types of mixes and its changes due to consecutive

loadings.

Mix ID

σ300

measured at
precracking
[MPa]

σ300

measured at
loading #1
[MPa]

σ300

measured at
loading #2
[MPa]

R-0% 8.2 8.5 8.3

R-30% 7.5 7.8 7.7

R-60% 7.1 7.2 7.2

Table 5. Mean values of flexural stress σcr calculated for
three types of mixes and its changes due to consecutive

loadings.

Mix ID

σcr
measured at
precracking
[MPa]

σcr
measured at
loading #1
[MPa]

σcr
measured at
loading #2
[MPa]

R-0% 7.3 6.6 6.7

R-30% 6.4 6.7 4.7

R-60% 6.8 6.7 4.9

The comparison of the data presented in Table 4 let
the authors to conclude that a slight increase of flexu-
ral strength in examined mixes was observed after 56
days of curing (prolonged curing was not so effective).
That effect may be explained by the increasing cohe-
sion between the fibres and matrix during maturing.
The other effect is that mortars with 30% (by weight)
substitution of cement by HCFA admixture presented
ca. 8% lower value of flexural stress than that with no
admixture. 60% substitution of cement by HCFA re-
sulted in ca. 15% decrease of the flexural stress. The
critical value of flexural strength is influenced signifi-
cantly and decreasing by the number of loadings. That
means that σcr reflects the structure degradation due
to crack growth. To demonstrate the latter tendency in
the Table 6. σcr was laid as a ratio of the correspond-

Table 6. The measure of structural degradation expressed
as a ratio of σcr/σ300 calculated for data presented in

Tables 4 and 5.

Mix ID
σcr/σ300

precracked
beams

σcr/σ300

loading #1
σcr/σ300

loading #2

R-0% 0.90 0.77 0.81

R-30% 0.86 0.86 0.60

R-60% 0.93 0.93 0.67

ing value of σ300. That ratio is proposed to be used as
a clear measure of stage of structural degradation.

4. Microscopic observations

Figure 6 presents an example of the general view
of the observed cracking surface, taken with the use of
optical microscopy. The separate mortar constituents
are visible: fine aggregate – sand, spherical particles of
high calcium fly ash, and steel fibres (the latter visible
as white needles). Steel fibres tend to stop crack propa-
gation. The image of the observed main crack taken in
the confocal laser scanning microscope (Fig. 7) demon-
strates the depth of the crack propagation which ar-
rives to about 400 µm.

Fig. 6. Microphotograph of the observed cracking
surface, mix of R-60% type, thin white ‘needles’

are images of microfiber fragments.
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Fig. 7. Image created of data recorded with confocal laser scanning microscope, demonstrating the real depth of cracked
concrete matrix, arriving to 400 µm. The color mapping was used to present the local depression of the surface.

Figure 8 presents an example of the crack system
consisting of the main crack which propagates through
the whole specimen (width about 100 µm) and the fine
microcrack (width about less than 30 µm) which is
parallel to the main crack.

Fig. 8. Microphotograph of the crack system consisting of
the single microcrack, (central part of the cross-section)
and the main crack, situated to the right from the microc-

rack.

5. Conclusions

In the paper the mechanical testing of mortar el-
ements with high calcium fly ashes was presented.
HCFA were used as a partial cement replacement in
mortar beams to increase the self-healing phenomenon
in cracks and to tighten the structure of concrete. The
beams were subjected to 4-point bending until opening
of a system of microcracks and cracks. After specific
period of time the beams structure was analyzed using
stereomicroscope and SEM.
With regard to the main findings of the present

work, these are summarized as follows:

• Limited increase of stiffness of specimens after 56
and 112 days of curing due to crack healing is
shown on load- deflection curves. Considering the
data presented in Table 6 the relative recovery of
stiffness due to crack healing, (i.e. initial to final
stiffness level) can be estimated to 60–80%. The
highest effect of healing was measured in mix with
no HCFA admixture.

• Due to good bond between the micro reinforce-
ment and the matrix the process of crack growth
was successfully blocked,

• The analysis of the recorded Acoustic Emission
activity has revealed that the HCFA admixture
decreased the overall beam stiffness measured
under bending and also that the critical stress
level, possible to determine with the application
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of acoustic method is close to the stage of degra-
dation processes induced by multiple loading of
reinforced concrete object.

More information on load-deflection behaviour of
tested beams is presented in Jóźwiak–Niedźwie-
dzka et al. (2012).
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nen Stahlbetonbauteilen, Ann. Report, Institüt für Bau-
forschung, Aachen, 223–228.

24. Tsimas S., Moutsatsou–Tsima A. (2005), High-
calcium fly ash as the fourth constituent in concrete:

problems, solutions, and perspectives, Cem. Concr.
Comp., 27, 231–237.

25. Wenhui Zhong, Wu Yao (2008), Influence of dam-
age degree on self-healing of concrete, Constr. & Build.
Materials, 22, 1137–1142.

26. Yuyama S., Ohtsu M. (2000), Acoustic Emission
evaluation in concrete [in:] Kishi T., Ohtsu M.,
Yuyama S. [Eds.], Acoustic Emission-Beyond the Mil-
lennium, Elsevier, 187–213.

Authenticated | 195.187.97.1
Download Date | 12/12/12 9:21 AM



ARCHIVES OF ACOUSTICS

Vol. 37, No. 3, pp. 269–278 (2012)

Copyright c© 2012 by PAN – IPPT

DOI: 10.2478/v10168-012-0035-2

Pulsed Focused Nonlinear Acoustic Fields from Clinically Relevant
Therapeutic Sources in Layered Media: Experimental Data

and Numerical Prediction Results

Tamara KUJAWSKA

Department of Ultrasound, Institute of Fundamental Technological Research, Polish Academy of Sciences
Pawińskiego 5B, 02-106 Warsaw, Poland; e-mail: tkujaw@ippt.pan.pl

(received March 1, 2012; accepted May 18, 2012)

In many therapeutic applications of a pulsed focused ultrasound with various intensities the finite-
amplitude acoustic waves propagate in water before penetrating into tissues and their local heating.
Water is used as the matching, cooling and harmonics generating medium. In order to design ultrasonic
probes for various therapeutic applications based on the local tissue heating induced in selected organs
as well as to plan ultrasonic regimes of treatment a knowledge of pressure variations in pulsed focused
nonlinear acoustic beams produced in layered media is necessary. The main objective of this work was to
verify experimentally the applicability of the recently developed numerical model based on the Time-
Averaged Wave Envelope (TAWE) approach (Wójcik et al., 2006) as an effective research tool for
predicting the pulsed focused nonlinear fields produced in two-layer media comprising of water and tested
materials (with attenuation arbitrarily dependent on frequency) by clinically relevant axially-symmetric
therapeutic sources. First, the model was verified in water as a reference medium with known linear and
nonlinear acoustic properties. The measurements in water were carried out at a 25◦C temperature using
a 2.25 MHz circular focused (f/3.0) transducer with an effective diameter of 29 mm. The measurement
results obtained for 8-cycle tone bursts with three different initial pressure amplitudes varied between
37 kPa and 113 kPa were compared with the numerical predictions obtained for the source boundary
condition parameters determined experimentally. The comparison of the experimental results with those
simulated numerically has shown that the model based on the TAWE approach predicts well both the
spatial-peak and spatial-spectral pressure variations in the pulsed focused nonlinear beams produced by
the transducer used in water for all excitation levels complying with the condition corresponding to weak
or moderate source-pressure levels. Quantitative analysis of the simulated nonlinear beams from circular
transducers with ka ≫ 1 allowed to show that the axial distance at which sudden accretion of the 2nd
or higher harmonics amplitude appears is specific for this transducer regardless of the excitation level
providing weak to moderate nonlinear fields. For the transducer used, the axial distance at which the
2nd harmonics amplitude suddenly begins to grow was found to be equal to 60 mm. Then, the model
was verified experimentally for two-layer parallel media comprising of a 60-mm water layer and a 60-mm
layer of 1.3-butanediol (99%, Sigma-Aldrich Chemie GmbH, Steinheim, Germany). This medium was
selected because of its tissue-mimicking acoustic properties and known nonlinearity parameter B/A.
The measurements of both, the peak- and harmonic-pressure variations in the pulsed nonlinear acoustic
beams produced in two-layer media (water/1.3-butanediol) were performed for the same source boundary
conditions as in water. The measurement results were compared with those simulated numerically. The
good agreement between the measured data and numerical calculations has shown that the model based on
the TAWE approach is well suited to predict both the peak and harmonic pressure variations in the pulsed
focused nonlinear sound beams produced in layered media by clinically relevant therapeutic sources.
Finally, the pulsed focused nonlinear fields from the transducer used in two-layer media: water/castor
oil, water/silicone oil (Dow Corning Ltd., Coventry, UK), water/human brain and water/pig liver were
predicted for various values of the nonlinearity parameter of tested media.

Keywords: therapeutic ultrasound, circular focused transducers, pulsed nonlinear acoustic pressure
beams, layered media, numerical modeling and experiments.

1. Introduction

A majority of currently used therapeutic ultrasonic
techniques employs circular focused transducers gener-

ating pulsed acoustic pressure waves with various in-
tensity penetrating into tissues after passing through
a water layer. The water layer prior tissues is used as
the matching and cooling medium. Besides, water is
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a weakly attenuating medium, therefore the secondary
waves with harmonic frequencies are there easily gener-
ated causing an increase of nonlinear waveform distor-
tion. An absorption of the nonlinearly distorted tone
bursts increases with increasing of number of harmon-
ics generated. A concentration of energy of pulsed non-
linear waves inside tissues and increase of their absorp-
tion lead to a local heating of tissues in the area of
the beam focus. In order to design ultrasonic probes
for various therapeutic applications based on a tissue
heating as well as to select the safe ultrasonic regime
of treatment a prediction of both the pressure varia-
tions in the pulsed focused nonlinear acoustic beams
and heat sources distributions induced in tissues due
to these fields is required (Kujawska et al., 2011b).
However, there is a lack of papers published (ac-

cording to the knowledge of authors), which address
the pulsed nonlinear focused beams from axially-
symmetric acoustic sources in layered media with ar-
bitrary dependence of attenuation on frequency. This
work presents experimental verification of the numer-
ical model based on the Time-Averaged Wave Enve-
lope (TAWE) approach by comparing the measured
spatial peak- and harmonic- pressure variations in
the pulsed nonlinear sound beams from a circular fo-
cused transducer in two-layer media: water/tested ma-
terial with those simulated numerically. A description
of the TAWE approach to the numerical solution of
the second order nonlinear differential wave equation
for axially-symmetric sources is presented in (Wójcik
et al., 2006). The numerical solver, being the computer
implementation of the model, accounts for the effects
of diffraction, absorption, nonlinear interaction of har-
monics as well as of transmission and reflection at the
media interfaces.
This paper is organized as follows. First, both the

source and media boundary condition parameters, re-
quired for the nonlinear propagation model as the in-
put data, are described. Then, detailed description of
the experimental setup and measurement methodology
in water and in two-layer media is given. Next, the re-
sults of measurements in water (as a reference medium
with known linear and nonlinear acoustic properties)
as well as in two-layer media: water/1.3-butanediol are
presented and compared with those simulated numer-
ically for the source boundary conditions determined
experimentally. Finally, pressure distributions of the
harmonic components in the pulsed focused nonlinear
sound beams produced in two-layer media comprising
of water and tested fluids (castor oil, DC-710 silicone
oil, Dow Corning Ltd., Coventry, UK) or tissues (pig
liver, human brain) were predicted for various nonlin-
earity parameters of the tested medium.

2. Numerical model

The numerical model used in this work was pre-
sented in (Wójcik et al. 2006; 2008). The model de-

scribes (in frequency domain) nonlinear waveform dis-
tortion of a pulsed finite-amplitude sinusoidal wave
generated from an axially-symmetric acoustic source
and propagating in a dissipative fluid with an attenu-
ation arbitrarily dependent on a frequency. The model
developed is computationally efficient due to applica-
tion of the Time-Averaged Wave Envelope (TAWE)
approach to the numerical solution of the second order
differential nonlinear wave equation for sources with
axial symmetry. The model was extended to multi-
layer media via introduction to the model equations
the terms accounting for the effects of transmission
and reflection at the media interfaces. The computer
implementation of the extended model was a new ef-
fective research tool for investigation and quantitative
analysis of the pulsed nonlinear fields generated from
the single-element circular planar or focused acoustic
sources in layered attenuating media with arbitrary
frequency-dependence of attenuation.
The model requires a number of input parame-

ters related to the source geometry and working con-
ditions as well as to the acoustic properties of the
media of propagation. The source boundary condi-
tion parameters required for the model include the
transducer centre frequency f0, effective radius aeff,
focal length F , source-pressure amplitude P0, radiat-
ing aperture apodization function P0(r) = P0f(r), ini-
tial tone burst waveform P (t) and pulse repetition fre-
quency (PRF).
The source boundary condition parameters used in

numerical simulations were determined experimentally
by using the comparison-fitting method. The radial
pressure distribution P (r) was measured in water by
the needle hydrophone at the axial distance of 5 mm
from the transducer face and fitted to the simulated
one by adjusting the source-pressure amplitude P0, ef-
fective radius aeff and index m in the radiating aper-
ture apodization function introduced to the model in
a form of the analytical function

P0(r) = P0 |1− (r/aeff)
m|.

For the transducer used, the optimal apodization func-
tion, which produced in water at the axial distance of
5 mm the radial pressure distribution best fitted to the
measured one, was found when the effective radius of
the source was equal to 14.5 mm and exponent m was
equal to 10 for all excitation levels used.
The initial tone burst pressure-time waveform P (t)

used in the numerical simulations was also determined
by the comparison-fitting method and introduced to
the numerical model in the form of polynomial func-
tion:

P (t) = [1− |(t− tc)/(tb − te)|
q] · sin[ω(t− tc)]

for tb ≤ t ≤ te; P (t) = 0 for t /∈ (tb, te). Here tc, tb and
te are dimensionless times determining the midpoint,

Authenticated | 195.187.97.1
Download Date | 12/12/12 9:21 AM



T. Kujawska – Pulsed Focused Nonlinear Acoustic Fields. . . 271

Table 1. The acoustic parameters of tested media.

Medium Density
[kg/m3]

Sound velocity
[m/s]

Absorption coefficient
[Np/(m · Hzb)]

b B/A
T

[◦C]
Literature

Distilled water 997 1497 0.025 · (10−6)b 2 5.2 25 [2]

1.3-butanediol 1005 1530 1.27 · (10−6)b 2 10.5 25 [3]

Castor oil 969 1452 5.8 · (10−6)b 1.667 5–13 25 [9]

DC-710 Silicone oil 1102 1378 7.3 · (10−6)b 1.79 5–13 25 [9]

Pig liver 1060 1590 7.8 · (10−6)b 1 5–9 25 [4]

Human brain 1040 1562 5 · (10−6)b 1.08 7 37 [4]

beginning and end of the initial tone burst, respec-
tively, t is dimensionless time and q is integer related
to the envelope function of the tone burst. The space
and time were normalized regarding to 2π (see Eq. (2)
in Wójcik et al., 2006). The pressure-time waveform
P (t) that best reproduced the waveform of the initial
tone burst measured on the acoustic axis close to the
transducer surface comprised of 8 cycles and enabled
determining the optimal initial tone burst waveform
for the index q equal to 8.
The acoustic parameters of media required for the

model include their density ρ, sound velocity c, atten-
uation coefficient α1, power index b determining the
dependence of attenuation on frequency α(f) = α1 ·f

b

and nonlinearity parameter B/A. The density, sound
velocity and frequency-dependent attenuation law used
in numerical simulations for tested media considered
in this work were available from the literature and are
quoted in Table 1. The value of the nonlinearity pa-
rameter B/A for these media was assumed to be vary-
ing between 5 and 13. These values cover the range of
the B/A typical for most physiological fluids and soft
tissues.
Similarly to the commonly used KZK nonlinear

propagation model the model based on the TAWE ap-
proach has limitations. The limitation of the model
used was determined in (Baker et al., 1988; Nachef
et al., 1995) showing that the model equations pro-
vide very good prediction of the measured sound fields
from planar circular sources in water when the source-
pressure level is weak to moderate, i.e. when the ra-
tio of the shock formation (discontinuity) distance
(lD = ρ0c

2
0λ0/(2 +B/A)πP0) to the Rayleigh distance

(R0 = πa2/λ0) is larger than 0.3 (lD/R0 > 0.3). In
case of a planar transducer with a diameter and cen-
tre frequency the same as for the transducer used here
fulfillment of this condition means that the pressure
amplitude on its surface should be above the value pro-
viding the linear propagation mode but below 214 kPa.
Physically, this condition means that a shock is formed
only in the transition- or far-field region of the acoustic
beam. However, therapeutic applications of ultrasound
involve the focused beams in which shock is formed
in the near-field region of the beam. So, the experi-
mental investigation of focused beams in water and in

two-layer media (comprising of water and the tested
medium) provides an opportunity to verify the appli-
cability of the numerical model based on the TAWE
approach as the effective research tool for predicting
of the peak- and harmonic- pressure variations in the
pulsed focused nonlinear beams, produced by thera-
peutic transducers in layered attenuating media.

3. Experimental setup for measurements

in water

First, the model was verified in water as a refer-
ence medium with known linear and nonlinear acous-
tic properties. All measurements were carried out at
a 25◦C temperature using a 2.25 MHz frequency, cir-
cular focused (f-number 3) transducer with a 29 mm
effective diameter. The experimental setup used for
the measurements is shown in Fig. 1. The Arbitrary
Function Generator (Ritec Advanced Measurement
System RAM-10000, Warwick, RI, USA) produced
2.25 MHz, 8-cycle tone bursts with 1 kHz pulse rep-
etition frequency (PRF). This signal was applied to
the piezoelectric transducer used (Olympus-NDT Inc.,

Fig. 1. Schematic diagram of the experimental setup.
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Waltham, MA, USA) which generated tone bursts with
the initial pressure amplitude varied from 37 kPa to
117 kPa. The pressure-time waveforms were recorded
by the 0.513 mm, broadband bilaminar, PVDF mem-
brane hydrophone (Unisyn, formerly Sonora, SN S5-
259, Longmont, CO) with an integrated preamplifier.
The hydrophone output was amplified additionally by
20 dB with a linear broadband amplifier (Ritec BR-
640, Warwick, RI, USA). The signals recorded by hy-
drophone were captured by 8 bit, 200 Ms per s digi-
tal storage oscilloscope (HP54503A, Hewlett Packard,
Colorado Springs, CO, USA), averaged over 16 con-
secutive waveforms, to maximize signal-to-noise-ratio,
digitized, and then transferred to a personal computer
(PC) for FFT (spectral) processing.

4. Methodology of measurements in water

The transmitting transducer was mounted in the
xyz -axis positioning system driven by three stepper
motors allowing its motion in the x, y and z directions
with steps adjustable from 0.1 to 5 mm by PC. The
transducer generated tone bursts with initial pressure
amplitude of three different levels P0 = 37, 103 and
113 kPa and corresponding to the weak and moder-
ate nonlinear propagation condition. The measuring
hydrophone was fixed.
The measurement results were compared with

those simulated numerically for the source boundary
conditions determined experimentally. As noted above,
the radiating aperture apodization function was de-
scribed by the analytical function P0(r) = P0 |1 −
(r/aeff)

10|, where the effective aperture radius aeff was
found to be 14.5 mm. When this function was assumed
the radial pressure distribution calculated at the axial
distance of 5 mm from the transducer face was best
fitted to the measured one at the same distance. The
initial pressure-time waveform of the generated tone
bursts was described by the polynomial function

P (t) = [1− |(t− tc)/(tb − te)|
8 · sin[ω(t− tc)]

for tb ≤ t ≤ te; P (t) = 0 for t /∈ (tb, te). This function
provided the best fitting between the simulated and
measured waveform of the tone bursts generated by
the transducer used.

5. Measurement results in water

The measurement results were compared with
those simulated numerically using the model based on
the TAWE approach. Figure 2 shows the axial peak-
compression (P+), peak-rarefaction (P−) and peak-
peak (Ppp) pressure variations in the pulsed focused
nonlinear sound beams in water calculated for 8-cycle
tone bursts with the initial pressure amplitude varied
from 50 kPa to 200 kPa that corresponded to the weak
or moderate source-pressure levels.

Fig. 2. Axial variations of the peak-compression (P+),
peak-rarefaction (P−) and peak-peak (Ppp) pressure am-
plitude in pulsed focused nonlinear beams generated from
the transducer used in water. Numerical simulations for
2.25 MHz 8-cycle tone bursts with the initial pressure am-
plitude varied from 50 to 200 kPa with a 50 kPa increment

are shown.

These results indicate a correlation between the
source-pressure amplitude and the focal plane posi-
tion in the focused nonlinear beams. The higher is the
source-pressure amplitude the closer to the geometric
focus the true focal plane is positioned. The reason of
this phenomena is the presence of a large amount of
harmonics in the focal plane of the nonlinear beams.
The comparison of the measured and simulated ax-

ial peak-peak pressure variations in the pulsed focused
nonlinear beams in water for three different levels of
transducer excitation, providing the initial pressure
amplitude of the generated tone bursts equal to 37,
103 and 113 kPa is shown in Fig. 3. The obtained re-
sults have shown a very good agreement between the
measurement data and the numerical predictions up
to the axial distance of about 90 mm (focal distance
for the nonlinear propagation mode) where the dis-
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Fig. 3. Axial peak-peak pressure variations in the pulsed
focused nonlinear acoustic beams produced by the trans-
ducer used generating in water 8-cycle tone bursts with
the initial pressure amplitude varied between 0.037 and
0.113 MPa. Measurement data (points) and numerical sim-
ulations (solid lines) obtained for the source boundary con-

ditions determined experimentally.

crepancy begins to be visible. Probable reason for this
discrepancy is that the true plane wave conditions be-
yond the focal plane are not fulfilled.
Figure 4 illustrates the axial pressure variations of

the fundamental (1st), 2nd and 3rd harmonics calcu-
lated for the tone bursts with the initial pressure am-
plitude varied from 50 kPa to 200 kPa generated from
the transducer used here and propagating in water. It
is evident from Fig. 4 that the axial distance from the
transducer surface at which sudden growth of the sec-
ond or higher harmonics amplitude appear is specific
for this transducer regardless of the source-pressure.

Fig. 4. Axial pressure variations of the fundamental (1w), 2nd (2w) and 3rd (3w) harmonics in the pulsed focused nonlinear
acoustic beams produced by the transducer used generating in water 2.25 MHz 8-cycle tone bursts with the initial pressure

amplitude varied between 50 kPa and 200 kPa with an increment of 50 kPa.

The axial pressure variations of the fundamen-
tal and 2nd harmonics, measured for the tone bursts
with various initial pressure amplitude (37 kPa and
113 kPa) generated from the transducer used here and
propagating in water, are shown in Fig. 5 in compar-
ison with those calculated under experimental bound-
ary conditions. The distributions of predicted and mea-
sured pressure amplitudes of both the fundamental and
2nd harmonic components are virtually identical up to
the axial distance of 90 mm (focal distance for the non-
linear propagationmode) where the discrepancy begins
to be visible. Although the exact reason for this dis-
crepancy is difficult to determine, it is conceivable that
the true plane wave conditions are not fulfilled beyond
the focal distance.
The quantitative analysis of the axial pressure vari-

ations of the fundamental and higher harmonics in
weak to moderate nonlinear beams, produced in water
by circular planar or focused transducers with ka ≫ 1,
has shown that the axial distance at which sudden
growth of the 2nd or higher harmonics amplitude oc-
curs is constant and specific for each transducer re-
gardless of the source-pressure level. For the trans-
ducer considered here the axial distance at which sud-
den accretion of the 2nd harmonics amplitude occurs
was found to be 60 mm.
This characteristic feature of the weak and mod-

erate pulsed nonlinear acoustic beams generated from
axially-symmetric sources in water was used to develop
an alternative semi-empirical method for determina-
tion of the nonlinearity parameter B/A of clinically
relevant media (Kujawska et al., 2011a, 2011c).
Good agreement between measurement data and

theoretical predictions in water confirmed applicability
of the numerical model based on the TAWE method
as an effective research tool for predicting of the 3D
(2D space + time) pulsed nonlinear acoustic pressure
fields produced by circular focused sources in water.
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Fig. 5. Axial pressure variations of the fundamental (1w) and 2nd (2w) harmonic amplitudes in the pulsed focused nonlinear
acoustic beams produced by the transducer used generating in water 8-cycle tone bursts with the initial pressure amplitude

of 113 kPa (left) and 37 kPa (right). Numerical simulation (solid lines) and measurement (points) results.

6. Experimental setup for measurements

in two-layer media

Next, the model was verified experimentally for
two-layer parallel media comprising of a 60-mm wa-
ter layer and a 60-mm layer of 1.3-butanediol (99%,
Sigma-Aldrich Chemie GmbH, Steinheim, Germany)
selected because of its tissue-mimicking acoustic prop-
erties and known nonlinearity parameter B/A. The
thickness of the water layer was chosen to be equal
to the axial distance at which sudden accretion of the
2nd harmonics amplitude occurs for the tone bursts
propagating in water in order to maximize nonlinear
effects in 1.3-butanediol. The path-length that tone
bursts propagate through a 1.3-butanediol was chosen
to be equal also to 60 mm, however for strongly attenu-
ating media in which harmonics are quickly suppressed
this path-length may be chosen shorter.
All measurements in the two-layer media:

water/1.3-butanediol were carried out at a 25 ◦C
temperature using the experimental setup shown
in Fig. 1. In order to determine experimentally the
harmonic pressure variations in the pulsed nonlinear
acoustic beam produced in the two-layer media the
two-chamber coaxial design was immersed in the
larger, temperature controlled water tank. The fixed
length (L = 60 mm) chamber was filled with distilled
water. Its proximal end was sealed by the 2.25 MHz
transducer used. The distal end boundary was made
from acoustically transparent 20-µm thick Mylar film.
The diameter of the fixed-length chamber was slightly
smaller than that of the variable-length one, so the
fixed-length chamber could be moved coaxially in such
a way that it varied the length of the second chamber.
The second chamber had independent inlets, so some
volume of the 1.3-butanediol could be removed when
the first chamber was moved towards the hydrophone.
The distal end of the variable-length chamber was also

sealed with 20-µm thick Mylar film. The xyz micro-
manipulator was PC controlled and allowed recording
of the pressure-time waveforms versus axial distance.
The sensitive element of the stationary broadband
bilaminar membrane hydrophone (Sonora, SN S5-259)
used to record the P (t) waveforms was positioned at
the axial distance of 1.7 mm behind the 2nd chamber
Mylar window. The maximal path-length of the two
chambers was 120 mm (fixed-length chamber 60 mm
and variable-length chamber 60 mm). So, the data
presented in the next section were recorded starting
at the axial distance of 120 mm from the transducer
face and ending at the axial distance of 80 mm, which
was in the vicinity of the focal plane of the source for
the linear propagation mode.

7. Measurement results in two-layer media

The measurement results in the two-layer media
comprising of a 60 mm water layer and a 60 mm layer
of 1.3-butanediol were compared with the results pre-
dicted numerically for the assumed source boundary
conditions determined experimentally. Figure 6 shows
the comparison between the measured axial pressure
distributions of the fundamental (1st), 2nd and 3rd
harmonics in the pulsed nonlinear acoustic beam pro-
duced in the two-layer configuration of media and their
numerical predictions obtained using the TAWE ap-
proach for the transducer used. In Fig. 6 the funda-
mental, 2nd and 3rd harmonic components measured
along the beam axis are plotted for the axial distance
varying from 80 mm to 120 mm. The agreement be-
tween the simulation and measurement results at the
axial distances up to 90 mm (focal distance for the non-
linear propagation mode) is very good, however at the
distances larger than 90 mm the discrepancy begins
to be visible. The exact reason for this discrepancy is
difficult to determine. It is likely that the discrepancy
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Fig. 6. Axial pressure variations of the fundamental (1), 2nd (2) and 3rd (3) harmonics in the pulsed focused nonlinear
beam produced by the transducer used in water (thick lines, subscripts w) and in two-layer media comprising of a 60-cm
water layer and a 60-cm layer of 1.3-butanediol (thin lines, subscripts w/bd). Calculation (solid lines) and measurement

(points) results for 2.25 MHz 8-cycle tone bursts with the initial pressure amplitude of 117 kPa are shown.

is due to the fact that the plane wave conditions be-
yond the focal plane are not met. The results presented
in Fig. 6 demonstrate that the nonlinear propagation
model based on the TAWE approach is capable of pre-
dicting the pulsed nonlinear acoustic pressure fields
from axially-symmetric sources in layered media with
attenuation arbitrarily dependent on frequency. So, the
model can be used as an effective research tool for

Fig. 7. Axial pressure variations of the fundamental (1st), 2nd (2) and 3rd (3) harmonics in the pulsed focused nonlinear
beam produced by the transducer used generating 8-cycle tone bursts with the initial pressure amplitude of 0.15 MPa in
water (subscripts w) and in two-layer media (subscripts w/co) comprising of a 6-cm water layer and a 6-cm layer of castor
oil whose value of the (B/A)co assumed in calculations was varied between 5 and 13 with an increment of 2. Pressure

variations are shown at the axial range between 5 cm and 12 cm.

prediction of both the 3D acoustic pressure variations
and heat sources distributions (induced due to these
fields) in pulsed focused nonlinear beams produced by
clinically relevant therapeutic sources in layered media
comprising of physiological fluids and tissues.
Figures 7, 8, 9 and 10 show the axial pressure vari-

ations of the fundamental (1st), 2nd and 3rd harmonic
components in the pulsed nonlinear beams generated
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from the transducer used and calculated for 8-cycle
tone bursts with the initial pressure of 150 kPa propa-
gating in water or in two-layer media: 6-cm water/6-cm
tested medium (castor oil, silicone oil, pig liver and
human brain, respectively) whose value of the B/A pa-

Fig. 8. Axial pressure variations of the fundamental (1), 2nd (2) and 3rd (3) harmonics in the pulsed
focused nonlinear beam produced by the transducer used generating 8-cycle tone bursts with the initial
pressure amplitude of 0.15 MPa in water (subscripts w) and in two-layer media (subscripts w/so) com-
prising of a 6-cm water layer and a 6-cm layer of silicone oil. The nonlinearity parameter (B/A)so assumed
in calculations for silicone oil was varied between 5 and 13 with an increment 2. Pressure variations of

harmonics are shown at the axial range between 4 cm and 12 cm.

Fig. 9. Axial pressure variations of the fundamental (1), 2nd (2) and 3rd (3) harmonics in the pulsed
focused nonlinear beam produced by the transducer used generating 8-cycle tone bursts with the ini-
tial pressure amplitude of 0.15 MPa in water (subscripts w) and in two-layer media (subscripts w/pl)
comprising of a 6-cm water layer and a 6-cm layer of pig liver whose value of the (B/A)pl assumed in

calculations was varied between 5 and 9 with an increment 1.

rameter assumed in calculations was varied between 5
and 13 with various increments.
The linear and nonlinear acoustic parameters as-

sumed in calculations for media considered are quoted
in Table 1.
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Fig. 10. Axial pressure variations of the fundamental (1), 2nd (2) and 3rd (3) harmonics in the pulsed
focused nonlinear beam from the transducer used generating 8-cycle tone bursts with the initial pressure
amplitude of 0.15 MPa in water (subscripts w) and in two-layer media (subscripts w/bn) comprising of
a 6-cm water layer and a 6-cm layer of human brain whose value of the (B/A)bn assumed in calculations

was varied between 5 and 9 with an increment 1.

8. Conclusions

The results of the measurements of pulsed focused
nonlinear acoustic fields in water and in two-layer me-
dia: water/1.3-butanediol produced by the 2.25 MHz
circular focused (f-number 3) transducer with diameter
of 29 mm were compared with the numerical predic-
tions obtained using the Time-Averaged Wave Enve-
lope (TAWE) approach to the numerical solution of
the second order nonlinear differential wave equation
for axially-symmetric sources (Wójcik et al., 2006).
The comparison of the experimental results and nu-
merical predictions has shown that the TAWE ap-
proach is capable of predicting fairly well both the
spatial-peak and spatial-spectral pressure distributions
in pulsed focused nonlinear beams produced in lay-
ered biological media by clinically relevant therapeutic
sources.
Discrepancies between the theoretically predicted

axial pressure distributions and those determined ex-
perimentally are visible beyond the focal plane. It is
conceivable that the true plane wave conditions are
not fulfilled in this region. The data presented veri-
fied the applicability of the TAWE method as an ef-
fective research tool for prediction both the pulsed
focused nonlinear acoustic pressure fields and heat
sources distributions from clinically relevant therapeu-
tic probes in layered media comprising of physiological
fluids and tissues. Such effective research tool is in-
dispensable for planning noninvasive ultrasonic ther-
apies in layered soft tissues and especially inside a
brain when the nonlinear pulsed waves have to pass
through a skull bone strongly attenuating ultrasonic
waves.
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In this study, an artificial neural network application was performed to tell if 18 plates of the same
material in different shapes and sizes were cracked or not. The cracks in the cracked plates were of
different depth and sizes and were non-identical deformations. This ANN model was developed to detect
whether the plates under test are cracked or not, when four plates have been selected randomly from
among a total of 18 ones. The ANN model used in the study is a model uniquely tailored for this study,
but it can be applied to all systems by changing the weight values and without changing the architecture
of the model. The developed model was tested using experimental data conducted with 18 plates and the
results obtained mainly correspond to this particular case. But the algorithm can be easily generalized
for an arbitrary number of items.

Keywords: impulse noise, ANN, defect detection, ceramic materials.

1. Introduction

The use of ceramic materials is an indispensable
part of our daily lives, occurring both as a part of artis-
tic forms and a part of industrial processes (Bayazit,
Bayazit, 2010). Ceramics are obtained by mixing in-
organic industrial raw materials in certain ratios, shap-
ing the end product, and hardening it by cooking. They
are among the oldest tools used by mankind (Kucuk,
Akinci, 2006) and were used since ancient times, es-
pecially for the production of kitchen utensils and the
production of them still form the greatest produc-
tion sector pertaining to ceramics (Bayazit, Bayazit,
2010).
Today, the ceramics industry forms the basis of

many other industrial areas (Kucuk, Akinci, 2006).
Ceramic materials are preferred for their certain ad-
vantages, such as resistance to high temperatures,
lightness compared to metal materials, abundance of
raw material sources, and resistance to wear, low co-
efficients of friction and high resistance. In recent
years, special ceramics have found application fields
in areas like computers, electronics and space research

(Sawitz, 1999a; 1999b; Kubik, 2006; Uludag, 1998;
SMPISTC, 2001).
The brittle nature of ceramic materials is their

most important disadvantage. Since the composi-
tions of ceramic materials contain metal oxides, sil-
icates, carbides, nitrides, borides, glass etc, which
can all be found in nature in abundance, their crys-
talline structures are very complex (MEGEP, 2007;
Kamilov et al., 1998). Amorphous structures or amor-
phous/crystalline joint structures may also be formed
(Popovskaya, Bobkova, 2002; Samborski, Sado-
wski, 2005). Their material properties are based on
their bond structures. They generally have low sati-
ety and ductility, are hard and brittle. Sine they don’t
contain free electrons, they isolate electricity and heat
well (Revel, Rocchi, 2006; De Andrade et al.,
1998; 1999). Because of the structure of their atomic
bonds, they are chemically stable and have high melt-
ing points. The abundance in raw materials, the ease
of their processing, the simplicity of their production,
their low costs, the ease of their use, their hardness and
resistance to heat increase their fields of use. Beside
these, the most important problem in ceramic materi-
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als is the brittleness and deformation property of those
materials. The greatest disadvantages of ceramics and
porcelains used in industry and as kitchen utensils are
breaking and cracking.
Mechanical failure in ceramic materials mostly

stem from structural imperfections. These structural
imperfections are surface cracks, pores, residues and
large particles that are formed during production (De
Andrade et al., 1998; 1999; Ranachowski, Rej-
mund, 2008).
All ceramic materials are brittle. Their observed

tensile strength is about 0.70 MPa. In some special ce-
ramics, a value of 7000 MPa can be reached through
A12O3 fibers. The impact resistances of hard ceramics
are low because of their ionic collective bonds (SMP-
ISTC, 2001; Uludag, 1998; MEGEP, 2007).
In some ceramics, through stacking or storing mis-

takes, grain boundaries with small angles or twin grain
boundaries may be form. However, the surfaces of ce-
ramic particles are much more important since their
breaking surface may be exposed (Uludag, 1998).
Since these break and cracks are not visible in enam-
elled ceramics, such deformations have to be detected
through special methods. In this study, the cracks
formed in ceramic pales were detected through impact
noise. To obtain impact noise, it is necessary to apply
a fixed impact A pendulum was used for this purpose.
The impulse noise generated by the measuring sys-

tem was then digitized and transferred to the signal
processing unit (a personal computer PC) as the input
data fort it developed the ANN algorithm. Pendulums
have a quite interesting dynamic system. They are
such physical devices that make angular movements
and cause the same effects by forming the same move-
ments (Ranachowski, Rejmund, 2008; Bevivino,
2009; Kater, 1996).
Using Fig. 1 one can begin deriving the equation

of motion for the pendulum. Equation (1) becomes, by
use of

Γ = r× F, (1)

−dampingforce = gravityforce + drivingforce = Iθ̈, (2)

−bvr sin θ +−mgr sin θ + Fr sin θ = Iθ̈. (3)

Fig. 1. Scheme of a pendulum (Akinci, 2011).

Let the damping and driving forces be parallel to
the motion of the pendulum. Let the driving force be
a function of time. Let D = bv, so the damping force
is dependent on the velocity, v or rθ̇. Rearranging and
substituting gives:

mr2θ̈ + br2θ̇ +mrg sin θ = F (t)r, (4)

θ̈ +
b

m
θ̇ +

g

r
sin θ =

F (t)

mr
. (5)

Equation (5) is a second order differential equation de-
scribing the dynamical system of interest (Bevivino,
2009; Kater, 2008; Akinci, 2011). The paper is or-
ganized as follows. In the next section a brief intro-
duction to the ANN algorithm is given. In Sec. 3, the
experimental setup is shown and in Sec. 4, the selected
parameters of the developed ANN are explained. In
Secs. 5 and 6, the training and testing ANN are briefly
commented, respectively. And finally, a discussion of
the obtained results is given in Sec. 7.

2. Artificial Neural Network (ANN)

Artificial Neural Networks (ANN) are complex
computational or mathematical models developed in
order to process information in the way inspired by the
nature of biological neural networks. They are usually
adaptive systems for non-linear data processing, used
intensively for modelling complex relations between in-
puts and outputs, pattern recognition, etc.
There are many of different types of ANN models.

The most popular of them include the multilayer per-
ceptron, which is generally trained with the back prop-
agation algorithm. In Fig. 1 two layers feed forward
network for general application of ANN is illustrated.
Back propagation is a training method for multilayer
feed forward networks. Such an ANN model network
proposed for this study, including three layers of per-
ceptrons is shown in Fig. 2. In this study, thirty-five
number of neuron was used in the hidden layer, six-
teen input parameters and five output parameters were
used in the input layer as shown in Tables 1 and 2, re-
spectively (Hagan et al., 1996; Akinci, 2011; Box,
Jenkins, 1970).

Fig. 2. Two-layer feed forward network.

By the algorithmic approach known as the
Levenberg-Marquardt back propagation algorithm,
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the error is decreased repeatedly. Some ANN models
employ supervisory training while others are referred
to as none-supervisory or self-organizing training.
However, the vast majority of ANN models use
supervisory training (Fig. 3). The training phase may
consume a lot of time. In the supervisory training, the
actual output of ANN is compared with the desired
output. The training set consists of presenting input
and output data to the network. The network adjusts
the weighting coefficients, which usually begin with
a random set, so that the next iteration will produce
a closer match between the desired and the actual
output. The training method tries to minimize the cur-
rent errors for all the processing elements. This global
error reduction is created over time by continuously
modifying the weighting coefficients until the ANN
reaches the user defined performance level. This level
signifies that the network has achieved the desired
statistical accuracy for a given sequence of inputs.
When no further training is necessary, the weighting
coefficients are frozen for the application. After a
supervisory network performs well on the training
data, then it is important to see what can it do with
data which it had not seen before. If a system does not
give reasonable outputs for this test set, the training
period is not over. Indeed, this testing is critical to
insure that the network has not simply memorized a
given set of data, but has learned the general patterns
involved within the application (Hagan et al., 1996;
Akinci, 2011; Box, Jenkins, 1970).

Fig. 3. Proposed ANN model.

The back-propagation learning algorithm is pre-
sented below in brief. For each neuron in the input
layer, the neuron outputs are given by

ni = oi, (6)

where ni is the input of neuron i, and oi the output of
this neuron. Again for each neuron in the output layer,
the neuron inputs are given by

nk =

Nj∑

j=1

wkjoj , k = 1, 2, 3, ..., Nk, (7)

where wkj is the connection weight between neuron j
and neuron k, and Nj , Nk the number of neurons in
the hidden layer and output layer, respectively. The
neuron outputs are given by

ok =
1

1 + exp [− (nk + θk)]
= fk (nk, θk) , (8)

where θk is the threshold of neuron k, and the activa-
tion function fk is a sigmoidal function. For the neu-
rons in the hidden layer, the inputs and outputs are
given by relationships similar to those given in Eqs. (2)
and (3), respectively.
The connection weights of the feed-forward net-

work are derived from the input–output patterns in
the training set by the application of the generalized
delta rule. The algorithm is based on minimization of
the error function on each pattern p by the use of the
steepest descent method. The sum of squared errorsEp

that is the error function for each pattern is given by

EP =
1

2

Nk∑

k=1

(tpk − opk)
2, (9)

where tpk is the target output for the output neuron k,
and opk is the calculated output for the output neu-
ron k. The overall measure of the error for all the
input-output patterns is given by

E =

Np∑

p=1

Ep, (10)

whereNp is the number of input-output patterns in the
training set. When an input pattern p with the target
output vector tp is presented, the connection weights
are updated by using the following equations:

∆wkj = ηδpkopj + α∆wkj(p− 1), (11)

δpk = (tpk − opk)opk(1− opk), (12)

where η is the learning rate, and α is the momentum
constant. Again, the connection weights between input
the layer neuron i and the hidden layer neuron j can
be updated by using the following equations:

∆wji = ηδpkopj + α∆wji(p− 1), (13)

δpj = opj(1− opj)

Nk∑

k=1

δpkwkj . (14)

It is important to note that the threshold θ of each
neuron is learned in the same way as that for the
other weights. The threshold of a neuron is regarded
as a modifiable connection weight between that neu-
ron and a fictitious neuron in the previous layer which
always has an output value of unity (Hagan et al.,
1996; Aydogmus, 2009; Bose, 2002).
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In order to use the ANN simulator for any appli-
cation, the number of neurons in the layers, type of
activation function (purelin, tansig, logsig), the num-
ber of patterns, and the training rate must first be
chosen.
The ANN designing process involves five steps.

These are gathering the input data, normalizing the
data, selecting the ANN architecture, training the net-
work, and validation-testing the network.

3. The measurement system

and data acquisation

In this study, a pendulum was used to produce
a stable impulse. The Impact Pendulum is an improved
pendulum model used for creating equal magnitudes of
impacts (Kamilov et al., 1998). Through a little plas-
tic hammer attached to the end of the Impact Pen-
dulum it was provided to have equal magnitudes of
impact hits without any damages to the ceramic plate
and it was intended to analyse the sound coming from
the plate. The measurement and data acquisition can
be represented as shown in Fig. 4.

Fig. 4. Data acquisition and measurement systems
(Akinci, 2011).

In the study, the POE 2000 type Impact Pendulum
was used and the effect to hit the ceramic plate with
the same magnitude was achieved. Here, using the Im-
pact Pendulum, the sound coming out as a result of
applying equal impacts on the same type and model of
plates with or without cracks (in good condition) was
transferred to the data collection system, then from the
data collection system to the computer and the data
processing stage was started. In this study, the sound
system model Onyx 800R is used. The output audio
data of the amplifier is transmitted to the computer
at a sampling rate of 0.0000125 seconds via the Ad-
vantech 1716L Multifunction PCI card and the data
analysis is performed using Matlab (Fig. 5).
Ten ceramic plates, including those in good con-

dition and those that have different cracks, were de-
termined and plates with impacts of equal magnitudes
were applied. The differences of the sounds from the
ceramic plates in the same impact are shown in Fig. 5.
The assessments of the time-amplitude graphics of

the cracked and good plates are given in Fig. 5. Ac-

a)

b)

Fig. 5. Noise plot of undamaged and cracked plates
(Akinci, 2011): a) undamaged plate, b) cracked plate.

cording to this graphic, there is a sound absorption
through the crack openings in the cracked plate after
the impact and the vibration does not continue; on
the contrary, the vibration in the plate in good con-
dition continues for a longer period on the same level.
This situation shows a similar trend in other graphics
though it changes according to the size and shape of
the cracks in the plates. Here, only one of the five tests
was examined. The cracked plates made of different
material were used in each experiment.
A summary of the data set used in the study is

presented in Table 1. It is also possible to see the in-
put and output data, and the maximum and minimum
values for intact and cracked plates in this table. In
the study, intact plates were named with “s” and the
cracked ones were named with “c”. The numbers fol-
lowing the letters (s or c) denote the plate numbers.
Before further processing the measured data were

normalized for convenience.
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Table 1. Data Set Summary.

Maximum
value

Minimum
value

Symbol

Input

0.0415 −0.0153 c1

0.0128 −0.0358 c3

0.0214 −0.0351 c4

0.0315 −0.0159 c5

0.0345 −0.0429 c6

0.5260 −0.1970 c7

0.0338 −0.0053 c9

0.0447 −0.0180 s3

0.0560 −0.0094 s4

0.0440 −0.0202 s5

0.0314 −0.0167 s6

0.0400 −0.0344 s7

0.0380 −0.0507 s8

0.0437 −0.0139 s9

Output

0.0063 −0.0318 c2

0.0495 −0.0084 s1

0.0349 −0.0196 c8

0.0379 −0.0103 s2

4. Selecting the ANN architecture

The number of layers and the number of processing
elements per layer are important decisions for selecting
the ANN architecture. Choosing these parameters to
a feed forward back propagation topology is the art of
the ANN designer. There is no quantifiable best answer
to the layout of the network for any particular applica-
tion. There are only general rules picked up over time
and followed by most researchers and engineers apply-
ing this architecture to their problems. The first rule
states that if the complexity in the relationship be-
tween the input data and the desired output increases,
then the number of the processing elements in the hid-
den layer should also increase. The second rule says
that if the process being modelled is separable into
multiple stages, then additional hidden layer(s) may
be required. The result of the tests has showed that
the optimal number of neurons in the hidden layer can
be chosen as 35 and the activation function has been
chosen as a hyperbolic tangent sigmoid function for all
the layers.

5. Training the network

In this study ANN was trained with the back prop-
agation (Levenberg-Marquardt) training algorithm. In
the training process of this study, the actual output
of ANN was compared with the desired output. The
training set consists of fourteen input and four out-
put data to the ANN model. The number of data was
1024; 90% of this data were used for training. The net-
work adjusted the weighting coefficients that began

with the random set. The training process has been
stopped when the error has become stable. The ANN
simulator has been trained through the 61 epochs as
shown in Fig. 6.

Fig. 6. Training process of the developed ANN algorithm.

6. Testing the network

In the test, an unknown input pattern has been
presented to the ANN, and the output has been cal-
culated. A linear regression between the ANN output
and target is performed. After the ANN test in step,
founded regression coefficients for C2, C8, S1 and S2
outputs (R = 0.98389, R = 0.99348, R = 0.99286 and
R = 0.99669, respectively) reveals a good agreement
between the target and ANN output values. The re-
sults of regression analyses are shown in Fig. 7. These
coefficient shows that the target and ANN output val-
ues were very related to each other.

Fig. 7. Regression results of the system for C2.
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7. Results and discussions

There are many different statistical methods in the
literature. The most common methods mean absolute
error (MAE), mean squared error (MSE), root mean
squared error (RMSE), and mean absolute percentage
error (MAPE). Those were used in this study as seen
in Table 2.
With the ANN prediction model developed, the in-

tactness of any four of the 18 plates, of which 9 was
cracked, was predicted. Since the prediction was per-
formed basing on the sound data at hand, the details
of the deformations can be interpreted by checking
the depth of the crack. In the study, only the con-
ditions of the plates with the code numbers C2 and
C8 from among the cracked plates and S1 and S2 from
among the intact plates were predicted. After all, the
real goal of this study is not finding cracked plates but
examining the cracks or determining the properties of
the cracks. For this purpose, the impact noises that
all plates produced as a result of the test conducted
through the pendulum were recorded. The goal is to
make a right prediction. When Table 2 is examined,
it can be clearly seen how low are the values denom-
inating the error. The regression values for every out-
put are proofs of the success of the prediction model.
For example, the output of S2 from Table 2 was pre-
dicted with a correctness of 99.6%. This means that,
through the predicted curve of the S2 plate, an idea
can be obtained about how intact is this plate com-
pared to other plates besides identifying the plate as
cracked.

Table 2. Performance of the system.

Output MAPE MAE MSE RMSE R

C2 0.227133323 0.001073978 0.00000161381 0.00127035 0.98389

C8 0.154625299 0.000962429 0.00000151338 0.00123019 0.99348

S1 0.159036303 0.001305272 0.00000258198 0.00160685 0.99286

S2 1.705792685 0.00082323 0.00000102769 0.00101375 0.99669

a) b)

Fig. 8. Variation of the ANN testing data (a) output, (b) target.

Since four outputs were used in the system, it is
possible to obtain separate curves for each output.
A three-dimensional chart showing all outputs at once
can be seen in Figs. 8a and 8b. Even though these
three-dimensional charts obtained only from test data
look the same, there are error differences between
them, albeit small ones. For example, when we look
at the last curve of the first output curve line in both
of the curves, we can see that the last data indicate
a falling trend in the target chart, whereas they are
slightly vertex in the output chart.
When separate curves are drawn for every output,

they are as shown in Figs. 9–12. Among them Fig. 9 is
a chart comparing the true value to the predicted one
obtained only for the C2 output.
The proximity of the two curves in Fig. 10 shows

the success of the system. The system determines the
crack level or intactness of the plate according to the
similarity between the true chart and the predicted
one. In other words, when one looks as in Fig. 10, where
the crack curve of the plate with code number C2 is the
target curve that corresponds to the prediction curve
of the system, one can say that the plate with the code
number C2 is deformed or cracked.
In Fig. 10, the intactness curve of the plate with

code number S1 was used. Here, similarly to Fig. 9,
the intactness curve of the plate was used to check
whether the plate was intact. When the output of the
ANN prediction model is compared to the intactness
curve in Fig. 10, their proximity can be easily seen. In
that case, it can be said that the plate with the code
number S1 is intact.
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Fig. 9. Comparison of the testing data
with the target ones.

Fig. 10. Comparison of the testing data
with the target ones.

Fig. 11. Comparison of the testing data
with the target ones.

Comparison of the testing data with the target ones
are shown Fig. 11. In Fig. 12, just like in Fig. 10, the
intactness curve of the plate with code number S2 was
compared to the output of the ANN and the intactness
of the plate was confirmed. In order to determine the
wear conditions of the plates, the intactness and crack
data from the plates of the same kind are needed. With
those curves, it is possible to obtain prediction mod-
els and data sets that allow one to check the physical
conditions of the plates and calculate the lifespan of
them.

Fig. 12. Comparison of the testing data
with the target ones.

8. Conclusions

In this study, a multi-layered artificial neural net-
work model was developed in order to determine the
deformation condition (whether cracked or not) of a
ceramic material. Experimental applications were per-
formed in order to obtain a data set that would be used
in the ANN model. As a result of these experiments,
the data set to be used in the training and testing of
the ANN model was trained with the impact noises of
impacts applied on 18 ceramic plates, 9 of which were
cracked
The following results have been obtained:
• The deformation level of a ceramic material was
measured.

• A data set was formed from the data obtained
according to different deformation conditions.

• A multi-layered ANN model was developed. Us-
ing 90% of the data set that was formed, the ANN
model as trained with the Back propagation learn-
ing algorithm. With the other 10% of the data set,
the success of the system was tested.

• At the end of the test, the deformation conditions
of the cracked or intact plates were predicted with
a success rate of 98.38% for the plate with code
number C2, 99.34% for the plate with code num-
ber C8, 99.28% for the plate with code number S1,
and 99.66% for the plate with code number S2.
As a result of the study, it was found that the ex-

perimental results for intact and cracked plates and the
ANN outputs were very consistent with each other.
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The aim of the paper is a theoretical analysis of propagation of high-intensity acoustic waves throughout
a bubble layer. A simple model in the form of a layer with uniformly distributed mono-size spherical
bubbles is considered. The mathematical model of the pressure wave’s propagation in a bubbly liquid
layer is constructed using the linear non-dissipative wave equation and assuming that oscillations of
a single bubble satisfy the Rayleigh-Plesset equation. The models of the phase sound speed, changes of
resonant frequency of bubbles and damping coefficients in a bubbly liquid are compared and discussed. The
relations between transmitted and reflected waves and their second harmonic amplitudes are analyzed.
A numerical analysis is carried out for different environmental parameters such as layer thicknesses and
values of the volume fraction as well as for different parameters of generated signals. Examples of results
of the numerical modeling are presented.

Keywords: nonlinear acoustics, bubble layer, transmitted and reflected waves.

1. Introduction

The nonlinear wave generation inside layers plays
a very important role in practice of production of
parametric sonars, where the key problem is the effi-
ciency of their nonlinear generation. The known math-
ematical models of this problem consist of a set of
two differential equations. The first of them, the lin-
ear non-dissipative wave equation, describes acoustic
pressure changes in the bubble layer (see, for exam-
ple, Druzhinin et al., 1996; Vanhille, Campos–
Pozuelo, 2008). The second one is an equation, which
allows to predict the bubble radius changes, or equiv-
alently, the bubble volume variations. To complete
their models, some authors use the Zabolotskaya and
Soluyan approach, in which the bubble volume varia-
tion changes are applied (see e.g., Hamilton, Black-
stock, 1998; Vanhille, Campos–Pozuelo, 2008).
Another option in the theoretical analysis is the appli-
cation of the Rayleigh–Plesset equation which allows
to analyze radius changes of a bubble (see, for exam-
ple Leighton, 2008). Our model of bubble oscillations
is based on the Rayleigh–Plesset equation. It is worth
noting that in the Vanhille and Druzhin models and
similar ones, it is assumed that the differences between

values of density in the bubble layer and outside of it
are small. Moreover, they take into account only the
viscous damping constant. The model proposed by the
author of this paper (Baranowska, 2011) allows to
analyze the problem in a more general form. For exam-
ple, it permits to include not only the viscous damp-
ing constant but also the total damping coefficient and
different values of the sound speed and density inside
and outside the bubble layer. In this paper, we assume
that the density differences are small and the model
presented in Sec. 2 takes into consideration this fact
and, as a consequence, we obtain a simplified version
of the general model.
It should also be mentioned that a correct choice of

physical parameters is very important in the process
of theoretical investigations as they influence the accu-
racy and the correctness of the results. One of them is
the sound speed. It is possible to find many papers on
modeling and measurements of this parameter in dif-
ferent media (for example Hamilton, Blackstock,
1998; Perelomova, Wojda, 2010). There exist a few
formulae for the prediction of the behavior of this pa-
rameter in a bubbly medium. Among others there is
a model proposed by Ye and Ding (1995) where the
influence of multiple scattering of waves on the sound
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speed is incorporated. Another one, simpler but nev-
ertheless very popular and commonly used, is a model
proposed by Commander and Prosperetti (1989).
However, it does not include higher-order bubble inter-
actions and can be used rather when the gas volume
fraction is small or the frequencies of sounding signals
are far from the resonance of the bubbles.
In this paper we present the results of a numer-

ical study of the nonlinear propagation of high in-
tensity waves in a bubbly liquid layer. The trans-
mitted and reflected waves as a function of the inci-
dent wave frequency in relation to the bubble’s res-
onance frequency as well as their concentration and
layer thicknesses are studied. The efficiency of the gen-
eration of second harmonic components is examined
and examples of computations are presented. In our
work, we have considered two cases of bubble layers.
In the first one, the layers are filled with bubbles of
size which assures that they are at resonance with the
sounding signals. In the second case, the bubble’s res-
onance frequency is far from the sounding signals. We
used the Commander and Prosperetti model to com-
pute the phase sound speed in the bubble layer. The
values of this parameter obtained by this model for
higher values of the volume fraction and resonance
frequency differ from those obtained by using the Ye
and Ding model. However, this fact did not influence
the final results of the numerical calculations signifi-
cantly.

2. Mathematical model

We assume that a liquid layer (region II) of single
size spherical bubbles distributed uniformly is placed
between x = 0 and x = L. Figure 1 sketches out the
problem studied in this paper. The density and sound
speed inside the bubble layer are ρL and cL, corre-
spondingly. These parameters outside this layer are ρ0
and c0, respectively. Because of small differences be-
tween the density of water at the equilibrium state
and in the medium with bubbles we can put ρL = ρ0.
The media outside the layer are considered to be lin-
ear liquids. In region I the acoustic field is the sum of
the incident wave pi and reflected one pr. In region III
propagates only the transmitted wave pt.

Fig. 1. Sketch of the problem.

The equation for the acoustic pressure p in the bub-
ble layer is given in the following form (Druzhinin
et al., 1996;Hamilton, Blackstock, 1998;Karpov
et al., 2003; Baranowska, 2011):

∂2p

∂x2
(x, t) −

1

c2L

∂2p

∂t2
(x, t) = −ρ0

∂2β

∂t2
(x, t), (1)

where β is the local fraction of the volume occupied by
the gas. Assuming a constant number N of air bubbles
per unit volume, the volume fraction is given by

β(x, t) =
4

3
πR3(x, t)N, (2)

where R is the instantaneous radius of the bubbles.
The instantaneous bubble radiusR(t) driven by the

incident signal acoustic pressure P (t) is calculated us-
ing the Rayleigh–Plesset equation:

R
d2R
dt2

+
3

2

(
dR
dt

)2

=
1

ρ0

[
pg

(
R0

R

)3γ

+ pv

− pstat −
2σ

R
− P (t)− ρ0δtωR

dR
dt

]
, (3)

where pv is the gas and vapor pressure inside a bubble,
pstat is the ambient static pressure, R0 is the equilib-
rium bubble radius, ω is the angular frequency, γ is
the polytropic exponent of the gas, σ is the coefficient
of surface tension, pg = 2σ/R0 + pstat − pv and δt is
the damping coefficient for the bubble. It should be
noted here that the bubble radius R and pressure P in
the Rayleigh–Plesset equation (3) are only functions of
the time variable t. In fact, we consider them as func-
tions of two coordinates: the time coordinate t and the
one-dimensional coordinate x putting p(x, t) instead
of P (t).
To complete the formulation of our problem, ini-

tial and boundary conditions are defined. The initial
conditions for x 6= 0 are as follows:

p(x, 0) = 0,
∂p

∂t
(x, 0) = 0,

R(x, 0) = R0,
∂R

∂t
(x, 0) = 0.

(4)

The boundary conditions are defined in the following
way. The medium outside the layer is regarded as lin-
ear and non dispersive, therefore we can assume that
the incident, reflected and transmitted waves have the
forms

pi(x, t) = pi(t− x/c0),

pr(x, t) = pr(t+ x/c0),

pt(x, t) = pt(t− x/c0).

(5)

At the layer boundaries the pressure should be contin-
uous, which, at x = 0 and x = L, gives

p(0, t) = pi(0, t) + pr(0, t),

p(L, t) = pt(L, t).
(6)
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Taking into account the continuity of velocity or,
equivalently, the pressure gradient, for x = 0, we have

∂pi
∂x

(0, t) +
∂pr
∂x

(0, t) =
∂p

∂x
(0, t). (7)

Taking the time derivative of (6), using (7) and the
relation ∂pr/∂t = c0∂pr/∂x together with the anal-
ogous relation for the incident wave pi, we eliminate
the reflected wave. Finally the boundary condition for
x = 0 is

∂p

∂t
(0, t)− c0

∂p

∂x
(0, t) = 2

∂pi
∂t

(0, t). (8)

A similar consideration at x = L leads to

∂p

∂t
(L, t) + c0

∂p

∂x
(L, t) = 0. (9)

Assuming a harmonic incident signal, we define for
x = 0

pi(0, t) = PA sin (ωt) . (10)

We are looking for the solution of the system of
Eqs. (1), (3) with initial and boundary conditions (4),
(8), (9) for x ∈ [0, L] and t ∈ [0, Tmax]. The finite-
difference method was employed to solve equation (1),
while Eq. (3) was solved using the classical fourth or-
der Runge–Kutta method. As the result of numerical
calculations we obtain the acoustic pressure pi,n =
p(xi, tn) and the bubble radius Ri,n = R(xi, tn) at the
nodal points xi = i∆x, tn = n∆t, where ∆x = L/Nx,
∆t = Tmax/Nt, i = 0, 1, . . ., Nx and n = 0, 1, . . ., Nt.
After the calculation of pi,m and Ri,m for m ≤ n, we
can compute Ri,n+1 and the pressure pi,n+1, i.e. we
can compute the bubble radius and the pressure at
time t = tn+1 if we know the values of these functions
for t ≤ tn.

3. Phase sound speed, resonant frequency

and damping coefficient

The phase speed of acoustic waves cL is calculated
on the basis of the dispersion relation including the ef-
fective complex wave number κ in a gas-liquid mixture.
To describe the procedure of calculation, first we write
the square of the complex wave number using the Ye
and Ding formula (Ye, Ding, 1995):

κ2 = k2 + 4πA

(
1− i

2πB

k

)
, (11)

where

A =

∞∫

0

n(a)a da
ω2
0/ω

2 − 1 + iδt
,

B =

∞∫

0

n(a)a2 da

(ω2
0/ω

2 − 1 + iδt)
2

(12)

and k = ω/c0 is the acoustic wave number, ω0 is the
resonance angular frequency of a bubble, n(a) is the
number of bubbles per unit volume with radii a in the
da = 1 µm range.
Now, we set

κ

k
= u− iv, (13)

where the quantities u and v are obtained using
Eq. (11). Finally, the phase speed cL is given by

cL =
co
u
. (14)

If the higher order term 2πB/k in Eq. (11) is ignored,
we obtain the Commander and Prosperetti formula
(Commander, Prosperetti, 1989):

κ2 = k2 + 4π

∞∫

0

n(a)a da
ω2
0/ω

2 − 1 + iδ t

. (15)

In this paper we consider a bubble population with the
same equilibrium radius R0, i.e. n(a) = Nδ(a − Ro)
where δ denotes the Dirac delta function. After some
calculations we obtain:

κ2 = k2 +
3β0/R

2
0

ω2
0/ω

2 − 1 + iδ t

, (16)

where the gas volume fraction at equilibrium is
given by

β0 =
4

3
πR3

0N. (17)

The phase sound speed depends on the bubble size
distribution, the frequency of the sounding signal, the
bubble resonance frequency and the bubble damp-
ing coefficient. The resonance angular frequency ω0 of
a bubble with radius R0 can be determined using the
formula (Commander, Prosperetti, 1989):

ω2
0 =

p0
ρ0R2

0

(
ReΦ−

2σ

p0R0

)
, (18)

with

Φ =
3γ

1− 3(γ − 1)iz[(i/z)1/2 coth(i/z)1/2 − 1]
, (19)

where z = D
/
(ωR2

0) and D is the gas thermal diffu-
sivity. The quantity p0 is the undisturbed pressure in
the bubble and is given by p0 = P0 + 2σ/R0, where
P0 denotes the equilibrium pressure in the liquid. The
damping coefficient δt is the sum of three components:
the viscous damping constant, the damping constant
due to thermal effects and the acoustic radiation damp-
ing constant:

δt =
4µ

ρ0ωR2
0

+
p0

ρ0R2
0ω

2
ImΦ+

ωR0

c0
, (20)

where µ is the coefficient of molecular viscosity of sea-
water.
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a) b)

Fig. 2. The phase sound speed as function of signal frequency normalized by the bubble resonance frequency for different
values of bubble radii and volume fractions: a) R0 = 40 µm, b) R0 = 100 µm.

We have analyzed signals which frequencies f are
in the region from 20 kHz to 40 kHz. The results of
the numerical investigations presented here are for two
values of the bubble radius. In the first case, the bub-
ble population is not resonant with the incident wave
(R0 = 40 µm) and in the second one this population
is resonant with the incident wave (R0 = 100 µm).
Figure 2 depicts the phase sound speed as function of
signal frequency normalized by the bubble resonance
frequency. The curves show the results obtained for dif-
ferent values of bubble radius and volume fraction. For
the frequency f = 30 kHz and radius R0 = 40 µm, the
resonance frequency equals f0 = 73.1 kHz. Similarly,
for R0 = 100 µm we obtain f0 = 31.9 kHz. We put
here c0 = 1500 m/s, ρ0 = 1000 kg/m3, P0 = 100 kPa,
σ = 0.07 N/m, µ = 0.001 Ns/m2 and γ = 1.4. The
sound speed changes are large when the source fre-
quency is not far from the resonance one. Near the
resonance frequency of the bubbles, when the sounding
frequency increases above or decreases below the res-

a) b)

Fig. 3. The first and the second harmonic amplitudes of the transmitted waves normalized by the pressure PA for
volume fractions β0 = 10−7 (solid line) and β0 = 10−6 (dashed line): PA = 40 kPa, R0 = 100 µm; a) L = 0.1 m,

b) f = 30 kHz.

onance frequency of a single sized bubble population,
the acoustic impedance in the layer becomes essentially
different from that obtained in the case of a pure liq-
uid. One of the results is an increase of the reflection
coefficient.

4. Results of numerical investigations

The first step of our theoretical analysis was the
study of influence of frequency and layer thickness on
the transmitted and reflected waves. Figure 3 depicts
the first and second harmonic amplitudes of transmit-
ted waves normalized by the pressure PA = 40 kPa
calculated numerically assuming that a harmonic wave
is propagated in the bubble layer. We put the sound
speed c0 = 1500 m/s and density ρ0 = 1000 kg/m3.
The values of the speed cL, which depend on the sound
frequency were calculated using the Commander and
Prosperreti model. The numerical calculations were
made for different values of volume fraction assuming
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that the bubble radius is R0 = 100 µm. The pressure
amplitudes of the transmitted wave as function of
signal frequency normalized by the bubble resonance
frequency for the layers of thickness L = 0.1 m are
presented in Fig. 3a. The result obtained for the same
pressure amplitudes as a function of layer thickness
for the incident wave frequency f = 30 kHz is given in
Fig. 3b. The pressure amplitudes of the reflected wave
obtained for the volume fraction β0 = 10−7 are pre-
sented in Fig. 4. The values of the remaining physical
and numerical parameters are the same as used earlier.
The values of the volume fraction have a great in-

fluence on the pressure distribution inside the layer.
For this reason, the effect of this parameter on the
nonlinear generation was more thoroughly examined.
Figure 5 shows normalized amplitudes of the first and
second harmonics in the transmitted wave as function
of volume fraction calculated for different values of the
bubble radius. Figure 5a shows the result obtained

a) b)

Fig. 4. The first (solid line) and second (dashed line) harmonic amplitudes of the reflected wave normalized
by the pressure PA = 40 kPa, R0 = 100 µm, β0 = 10−7: a) L = 0.1 m, b) f = 30 kHz.

a) b)

Fig. 5. The first harmonic amplitude (solid line) and the second one (dashed line) of the transmitted wave
normalized by pressure PA as functions of volume fraction for f = 30 kHz, PA = 40 kPa and L = 0.1 m:

a) R0 = 100 µm, b) R0 = 40 µm.

for R0 = 100 µm. In this case the amplitude of the
first harmonic decreases very quickly, while the ampli-
tude of the second one increases for small values of the
volume fraction and then it stabilizes. An example of
the results of calculations obtained for bubble radius
not resonant presents Fig. 5b. Figure 6 presents the
first and the second harmonic amplitudes of the trans-
mitted and reflected waves normalized by pressure
PA as functions of volume fraction for R0 = 40 µm,
L = 0.1 m, f = 30 kHz and PA = 20 kPa.
The distributions normalized by pressure PA of the

first and the second harmonic amplitudes of the trans-
mitted and reflected waves at frequency f = 30 kHz,
amplitude PA = 20 kPa and bubble radiusR0 = 40 µm
for different layer thicknesses and different values of
volume fraction are represented in Fig. 7. Figure 8
shows similar results obtained for R0 = 100 µm.
The last step of our theoretical investigations was

devoted to a theoretical analysis of the relationship
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between the first and second harmonic amplitudes of
the transmitted and reflected waves, respectively. Fig-
ure 9a presents the second harmonic amplitudes of the
transmitted wave normalized by their first harmonic
amplitudes as functions of volume fraction obtained for
f = 30 kHz, different values of the incident wave am-
plitude and fixed values of the bubble radius. Similar

a) b)

Fig. 6. The first harmonic amplitude (solid line) and the second one (dashed line) of the transmitted wave (a)
and the reflected one (b) normalized by pressure PA as functions of volume fraction; f = 30 kHz, PA = 20 kPa,

L = 0.1 m, R0 = 40 µm.

a) b)

c) d)

Fig. 7. The space distribution of the first and the second harmonic amplitude of the transmitted
and reflected waves normalized by pressure PA: f = 30 kHz, PA = 20 kPa, R0 = 40 µm.

results obtained for the reflected wave depicts Fig. 9b.
Figure 10 shows an example of distribution of the sec-
ond harmonic amplitude of the transmitted wave nor-
malized by the first harmonic amplitude. The calcu-
lations were made for different layer thicknesses and
different values of volume fractions at f = 30 kHz,
PA = 20 kPa and R0 = 40 µm.
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a) b)

c) d)

Fig. 8. The space distribution of the first and the second harmonic amplitudes of the transmitted and reflected
waves normalized by pressure PA; f = 30 kHz, PA = 20 kPa, R0 = 100 µm.

a) b)

Fig. 9. The second harmonic amplitude of the transmitted (a) and reflected (b) waves normalized by their
first harmonic amplitudes as functions of volume fraction; f = 30 kHz, L = 0.1 m.

Fig. 10. The space distribution of the second harmonic am-
plitude of the transmitted wave normalized by the first har-
monic amplitude; f = 30 kHz, PA = 20 kPa, R0 = 40 µm.

5. Conclusions

The problem of the efficiency of the higher har-
monic generation in a bubbly liquid layer was consid-
ered and its mathematical model was constructed on
the basis of two presented differential equations. Some
results of the numerical investigations were discussed.
The linear non-dissipative wave equation was solved
numerically by employing the finite-difference method.
The Rayleigh–Plesset equation describing the bubble
oscillation was solved using the classical fourth order
Runge–Kutta method. The changes of the transmit-
ted and reflected waves were examined. Numerical cal-
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culations were carried out using a computer program
specially designed for this problem by the author.
The purpose of the paper was to conduct numeri-

cal investigations of the nonlinear generation by a bub-
ble layer. Many different environmental and sounding
signal parameters have an influence on the nonlinear
waves propagation over the bubble layer. The influ-
ences of fixed environmental and sounding signal pa-
rameters on the second harmonic amplitudes of the
transmitted and reflected waves were analyzed. First
of all, the numerical calculations were made for dif-
ferent values of the layer thickness and volume frac-
tions, as well as for different values of frequency and
pressure amplitudes of the generated signals. A de-
tailed analysis carried out for different sizes of bubbles
shows how significant influence on the nonlinear gener-
ation efficiency has the gas void fraction. For example,
when the frequency of sounding signal is fixed, we ob-
serve a larger attenuation of the first harmonic ampli-
tude of the transmitted wave in case of resonant bub-
bles, than in that of bubbles with different radii. Near
the resonance frequency of the bubbles, the acoustic
impedance in the layer becomes significantly different
from that obtained in case of a pure liquid and as a
consequence the reflection coefficient increases. The re-
sults of numerical investigations show also that when
the bubble population is not resonant, it is possible to
find values of the layer thickness or the volume frac-
tion for which the ratios of the second harmonic ampli-
tudes of the transmitted wave to their first harmonic
amplitudes are the greatest and, in consequence, the
nonlinear generation efficiency is the best. It is much
more difficult to find such values of these parameters
when the bubbles frequency is resonant.
All the results presented in this paper were

obtained assuming that the single bubble layer is
surrounded by media with contrasting physical proper-
ties. Although this paper deals with the harmonic wave
propagation only, it is not difficult to extend this model
to the case of more than one layer having different
features. It is also possible to develop computer pro-
grams for biharmonic waves as well as for continuous
signals and impulse signals with different envelopes.
This model can be useful in studying the wave propa-

gation in a bubbly environment, for example, it can be
employed in the simulation of the efficiency of paramet-
ric sonars operating in different forms of the nonlinear
layer.
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Noise-like binary sequences combined with signals with linear frequency modulation might be suc-
cessfully used to increase the reliability of the recognition of both probe and communication signals in
the presence of natural and artificial interference. To identify such formed sequences the usage of the
two-step matched filtering was suggested and the probabilistic model of the recognition of noise-like code
sequences transferred by LFM signals was developed.

Keywords: sonar, LFM signal, matched filtering.

1. Introduction

In this study the signals recognition is understood
in terms of distinguishing them from the noise or de-
tecting them in the presence of other signals. The
recognition of a signal (e.g. the echo of a probe signal)
incoming at the input of the receiver is based on find-
ing the correlation between this signal and the model
of the probe signal.
Noise-like binary sequences are widely used in

telecommunication, measuring, echo location and nav-
igation systems. The collection of these sequences
includes: Barker’s, Willard’s Neuman–Hoffman’s and
Alexis codes, the sequences of maximum length,
golden codes, Kasami sequences, etc. (Davies, 1971;
Glover, Grant, 1998; Howard, 2002; Luke, 2001;
Proakis, 2001). This study is devoted to the recogni-
tion of the pseudo-noise binary sequences formed on
the basis of the signals with linear frequency mod-
ulation (LFM signals, chirp signals). In digital com-
pression, the detection of broadband signals and the
identification of binary codes one can successfully use
matched filtering realized in the time domain. Zeros
and ones in a noise-like code sequence might be rep-
resented by up-chirp signals (the instantaneous fre-
quency changes from low to high) and down-chirp sig-
nals (the instantaneous frequency changes from high to
low). To identify such formed sequences the two-step
matched filtering has to be used. The first filtering is
related to the recognition of every single chirp signal
forming a sequence, which results in obtaining a binary

sequence, which is subjected to the second matched fil-
tering.
In order to implement digital matched filtering in

the time domain a chirp signal is presented as time
series {xn} with the sampling frequency fs = 1/Ts ≥
2f2, so the number of samples equals N , where N =
ENT(Tfs), ENT – the integer part of a number. Each
sample value of a chirp signal is determined from the
formula:

xr=x(rTs)=A cos

[
2π

(
∆f

2N
r + f1

)
rTs + ϕ0

]
, (1)

where a = ∆f/τi, ∆f = f2 − f1 is the deviation of
the frequency, f1 is the initial frequency, f2 is the final
frequency, τi is the duration of the chirp signal, ϕ0 is
the initial phase, r = 0, N−1.
The coefficients of the impulse response of

a matched filter IR without a smoothing window is de-
fined as the mirror reflexion of the input signal {xn},
n = 1, N . In this case the coefficients of the impulse
characteristics are determined from the formula:

hn = xN−n, (2)

where n = 1, N .
In order to decrease Gibb’s oscillations, which oc-

cur during the matched filtering of chirp signals, the
smoothing windows {wn} are used. In the time domain
the application of windows on the impulse responses IR
of the filter is done by the multiplication of the weight
factors of a IR by corresponding weight factors of the
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smoothing window {hn wn}. In that case the algorithm
of matched filtering with the use of a window is:

yn =

N−1∑

m=0

xn−mhmwm, (3)

where yn – n-th convolution result, {wn} – the collec-
tion of smoothing window coefficients. For the imple-
mentation of a specialized processor it is advisable to
present formula (3) in a matrix form.

yn = X ·Hw, (4)

where
X = [xn . . . xn−N+1],

Hw =




h0w0

:
:

hN−1wN−1


 .

The research results presented in the studies
(Leszczyński, 2010; Pogribny, Leszczyński, 2008)
demonstrate that the initial phase and frequency, as
well as the sampling rate of both short LFM signals
and matched filter impulse response have an important
influence upon the compression of these signals within
the time domain. In matched filtering in the time do-
main convolutions form the main lobe as well as side
lobes. The main lobe is formed by the result of central
convolution, whereas side lobes are formed with the
remaining ones. The ratio of PSR (Peak-to-Side lobe
Ratio) of the main lobe value to the maximum value
of a side lobe, expressed in dB, is the measure of the
degree of signal compression and significantly affects
its recognition:

PSR = 20 log
yc
|ym|

, (5)

where yc – the central convolution value, |ym| – the
maximum absolute value of the convolution chosen
among all convolutions without those forming the main
lobe.
The convolution results form the set on the ba-

sis of the formula (3) and some of them might have
negative values. It can also be noticed that the con-
volutions adopting negative values become the biggest
after setting their absolute values and are usually lo-
cated near the central convolution, becoming a part
of and extending the main lobe, which worsens time
resolution and PSR. Performing nonlinear operations
on the convolutions results (replacing negative convo-
lution values with zeros) increases the PSR coefficient
and decreases the width of the main lobe, which signif-
icantly affects the recognition of the chirp signal. The
parallel matched filters systems presented in the stud-
ies (Leszczyński, 2010; Pogribny, Leszczyński,

2011) allow one to increase the resolution of recogni-
tion to the borderline – only one sample in the main
lobe with the location of its position within the ac-
tual sampling period. Concurrently, such parallel sys-
tems allow one to obtain a result after N periods
(where N is the number of all signal samples), which
is log2N faster than in systems using “fast convolu-
tions”.

2. Forming code sequences

Forming code sequences of up-chirp and down-chirp
signals brings to the situation in which an up-chirp
signal is sent to the filter detecting down-chirp sig-
nals, or inversely. It causes the occurrence of the in-
creased noise level of an output signal at the matched
filters output in comparison with the recognition of the
proper signal, when the noise level is lower as compared
to the main lobe. It results from a high correlation
between an up-chirp and a down-chirp signal. When
a down-chirp signal enters the input of a filter respond-
ing to up-chirp signals at this filter output there is the
increase of the level of side lobes in the absence of the
main lobe. The matched filters systems presented in
the studies (Leszczyński, 2010) determine the value
of the PSR coefficient identifying two consecutive max-
ima within the time interval determined by the number
Nof time steps (clocks), where N is the number of the
coefficients of matched filter impulse characteristics.
Such an approach allows one to increase the reliability
of identification of a chirp signal by using simultane-
ously two criteria – reaching by an output signal the
appropriate threshold δy and minimal PSR value. To
avoid the misinterpretation of the increased level of
a noise signal at the output of a filter responding to
up-chirp signals when a down-chirp signal is sent at its
input an interval between signals, at least equal to the
duration of the signal, has to be introduced. This im-
poses appropriate limitations on the presented method
of coding zeros and ones of code sequences by up-chirp
and down-chirp signals. The results of the simulation
of matched filtering of up-chirp and down-chirp sig-
nal pairs as well as up-chirp signal pairs are presented
in Figs. 1 and 2. As shown in Fig. 2 chirp signals of
one type coming directly one after another at the in-
put of a filter designed for their detection slightly in-
crease the level of side lobes in comparison with the
case when the distance between them equals the pulse
duration.
The presentation of ones and zeros of code se-

quences using appropriate chirp signals should take
into account the presence of identical symbols of a code
sequence coming directly one after another. This paper
proposes two ways of forming code sequences. The first
way uses up-chirp and down-chirp signals, whereas the
other one uses only chirp signals of one type (up-chirp
or down-chirp).
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a) b)

c) d)

Fig. 1. The result of the matched filtering of a pair of up-chirp (0–15 MHz) and down-chirp (15 MHz – 0) signals coming at
the input of a filter detecting down-chirp, the duration of both signals is identical and equals T = 2.5 µs. In the filtration
process a rectangular window was used as well as non-linear operations. The signal initial phase and sampling frequency
are optimal: a) the up-chirp signal and the down-chirp signal coming directly after it, b) the signal at the output of
a matched filter detecting down-chirp signals at the input, which signal was provided (a), c) an up-chirp signal with an
interval equal to the impulse duration and then a down-chirp signal, d) a signal at the output of a matched filter detecting

a down-chirp signal at the input, which signal was provided (c).

a) b)

c) d)

Fig. 2. The result of the matched filtering of a pair of up-chirp signals (0–15 MHz) sent at the input of a filter detecting
up-chirp signals, the signal duration is T = 2.5 µs. In the filtration process a rectangular window was used as well as
non-linear operations. The signal initial phase and sampling frequency are optimal: a) two up-chirp signals coming directly
one after another, b) the signal at the output of a matched filter detecting up-chirp signals at the input, which signal was
provided (a), c) two up-chirp signals with an interval equal to the impulse duration, d) a signal at the output of a matched

filter detecting an up-chirp signal at the input, which signal was provided (c).
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Let us consider the example of coding ones with up-
chirp signals and zeros of a noise-like sequence 11010
with down-chirp signals.
Then the probing signal has the form of:

upup down up down

where up is an up-chirp signal, down is a down-chirp
signal, is an interval between the signals.
When using chirp signals of one type (e.g. up-chirp)

the coding process is as follows:

• one is represented by two consecutive up-chirp sig-
nals (without an interval between the signals),

• zero is represented by a single up-chirp signal.

The probing signal formed on the basis of the same
noise-like sequence, where only an up-chirp signal is
used to code ones and zeros might be presented as
follows:

upup upup up upup up

3. Identifying binary noise-like sequences

Using matched filtering to identify binary codes
the replacement of 0 with −1 must be made. As a
result of such a transformation the binary sequence
a0, a1, a2, . . . , ai, . . . , an−1 converts to the sequence of
b0, b1,b2, . . . , bi, . . . , bn−1, where ai ∈ {0, 1} and bi ∈
{−1, 1} for i = 1, 2, . . . , n−1. Such transformation can
be performed using the formula:

bi = 2ai − 1 for i = 0, 1, . . . , n−1. (6)

The matched filtering algorithm for the input se-
quence b0, b1, b2, b3, . . . , bi, . . . , bn can be written as:

yj =

n−1∑

m=0

bj−mhm, (7)

where hj = bn−j , j = 1, 2, . . ., n.
The coefficients of the impulse response for this fil-

ter are defined by the terms of a searched noise-like
code written in the reverse order. In the matched fil-
tering of the input sequences b0, b1, b2, b3, . . . , bi, . . . , bn
non-linear operations are also used, which increases the
probability of their recognition in the presence of in-
correct symbols in a code sequence.
Figure 3 presents the structure of a system us-

ing two-step matched filtering to recognize code se-
quences transmitted by up-chirp and down-chirp sig-
nals (Fig. 3a) and transmitted by the signals of one
type up-chirp or down-chirp (Fig. 3b).
The structure presented in Fig. 3a consists of two

channels of strictly equalled delays depended on the
transition process taking place in these channels. The
upper channel with a [f1, f2] band responds to a down-
chirp signal, whereas the lower one with a [f2, f1] band
responds to a up-chirp signal. The compressed output

a)

b)

Fig. 3. The structures of the system identifying code
sequences transmitted by chirp signals using two-step
matched filtering: a) the structure using two matched
filters MF0 and MF1, where one detects an up-chirp
signal, whereas the other one detects a down-chirp sig-
nal, b) the structure using one matched filter detecting

up-chirp signals.

signals of the MF0 andMF1 filters are used for creating
a binary pulse train in a forming system. The zero-
one sequence is transposed in a sequence consisting of
+1, −1 elements, which goes to the input of an MFK
matched filter responding to a specific code sequence.
The second method is illustrated in Fig. 3b. This

structure consists of only one channel, and ones and
zeros are represented by one type of a chirp signal (e.g.
up-chirp). The forming system, on the basis of a signal
level at the filter output and asked intervals, which
should occur between the high levels, creates a zero-
one sequence transposed in a sequence {+1,−1}, which
goes to the input of an MFK matched filter responding
to a specific code sequence. The systems identifying
code sequences transmitted by chirp signals using two-
step matched filtering were realized on the basis of the
evaluation module X5-400M produced by Innovative
Integration Company.

4. The influence of noises on the code

sequences recognition

To examine the influence of noises on the recogni-
tion of code sequences transmitted by chirp signals the
author suggested using a probabilistic model presented
below.
The probability of the correct recognition of a noi-

se-like code, in which zeros and ones are represented
by chirp signals might be defined as follows.
Let us denote by:
• A – an event consisting in a correct recognition of
a code sequence,

• Bk – an event consisting in the occurrence of k
errors within a received code sequence,

• Ci – an event consisting in an incorrect recognition
of a chirp signal representing the ith-position in a
code sequence,

• P (A/Bk) – the conditional probability of the cor-
rect recognition of a code sequence with the oc-
currence of k errors in it,
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• P (Ci) = pi – the probability of an incorrect
recognition of a chirp signal representing the ith-
position in a code sequence,

• P (Bk) – the probability of the occurrence of k
errors within a received code sequence.

The collection {P (Bk) : k = 0, n} forms a complete set
of events, so:

n∑

k=0

P (Bk) = 1. (8)

Applying the formula for total probability and as-
suming that the distribution of the probability of
events {Ci (i=1, n)} is Bernoulli’s distribution and
conditional probabilities P (A/Bk) are calculated us-
ing a computer simulation method, then the probabil-
ity of the correct recognition of a code sequence might
be calculated from the formula:

P (A) = (1 − p)n +

n∑

k=1

mk

(nk )
(nk )p

k(1− p)n−k

= (1 − p)n +

n∑

k=1

mkp
k(1− p)n−k,

(9)

where n is the length of a code sequence, mk is
the number of cases of the correct recognition of the
code distorted on k positions (calculated using a com-
puter simulation method, which involves conducting
the matched filtering of the tested sequence for all pos-
sible distortions on k positions, and checking if the cen-
tral convolution has the highest value among all possi-
ble convolutions), p is the probability of the incorrect
recognition of a chirp signal.
If the probabilities of the incorrect recognition of

the signals representing one (p1) or zero (p0) in a code
sequence are different (p0 6= p1), with the remaining
invariable assumptions, then the probability P (A) has
to be calculated from the formula:

P (A) =

n1∑

k1=0

n0∑

k0=0

mk1+k0

(n0+n1

k1+k0
)
(n1

k1
)pk1

1

· (1− p1)
n1−k1(n0

k0
)pk0

0 (1− p0)
n0−k0 , (10)

where n is the number of ones in a code sequence, n0 is
the number of zeros in a code sequence, n0+n1 = n is
the length of a code sequence, p1 is the probability of
the incorrect recognition of one, p0 is the probability
of the incorrect recognition of zero.
The probabilities p, p0, p1 of the incorrect recog-

nition of chirp signals representing ones and zeros in
a code sequence might be calculated using Monte-
Carlo method for the given level of interference. Know-
ing the probabilities of the incorrect recognition of
chirp signals one can, using the developed approach,
evaluate the probability of the correct recognition of
a probing signal formed of the sequence of chirp signals

created according to a chosen code sequence. Figure 4
shows the graphs of the probability changes P (A) of
the correct interpretation of sample code sequences ac-
cording to the probability p of the incorrect recognition
of a chirp signal.

a)

b)

c)

Fig. 4. The dependence of the probability of the recog-
nition of a code sequence for a code word on the prob-
ability p of not recognizing a chirp signal: a) a se-
quence 1111100110101 type AB of length n = 13,
b) 001111100110101 type N of length n = 15, c) a se-
quence 000001110011101010110110 type N of length

n = 24.

The calculation results presented in Fig. 4 were
obtained assuming that the probabilities of the dis-
tortion of zeros and ones in a code sequence are the
same (p0 = p1 = p). The obtained results show that
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the use of non-linear operations together with matched
filtering of code sequences increases the probability
P (A/Bk) of their recognition with the occurrence of
incorrect symbols in a code sequence. For every code
sequence there is a maximum value of the probabil-
ity pmax of the incorrect recognition of a chirp sig-
nal, for which a code sequence is still accurately recog-
nized. The value pmax depends on the length and type
of a code sequence. Using the proposed model of the
recognition of code sequences transmitted by chirp sig-
nals one can evaluate the noise level SNRin disturbing
the reception of single chirp signals, which does not
influence significantly the accuracy of the recognition
of these sequences.

5. Conclusion

The forming methods and the systems of the recog-
nition of code sequences transmitted by the signals
with the linear frequency modulation presented in this
work can be effectively used in relation to probe and
communication signals. Moreover, these systems work
in the real time. The developed probabilistic model
of the recognition of noise-like code sequences trans-
mitted by chirp signals allows one to choose the opti-
mal code sequence providing its accurate recognition
at a given probability of the incorrect recognition of
a single chirp signal.
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This paper presents the beam tracing with refraction method, developed to examine the possibil-
ity of creating the beam tracing simulation of sound propagation in environments with piecewise non-
homogenous media. The beam tracing with refraction method (BTR) is developed as an adaptive beam
tracing method that simulates not only the reflection but also the refraction of sound. The scattering and
the diffraction of sound are not simulated. The BTR employs 2D and 3D topology in order to efficiently
simulate scenes containing non-convex media. After the beam tracing is done all beams are stored in a
beam tree and kept in the computer memory. The level of sound intensity at the beginning of each beam
is also memorized. This beam data structure enables fast recalculation of results for stationary source
and geometry. The BTR was compared with two commercial ray tracing simulations, to check the speed
of BTR algorithms. This comparison demonstrated that the BTR has a performance similar to state-of-
the-art room-acoustics simulations. To check the ability to simulate refraction, the BTR was compared
with a commercial Finite Elements Method (FEM) simulation. In this comparison the BTR simulated
the focusing of the ultrasound with an acoustic lens, with good accuracy and excellent performance.

Keywords: simulation, beam tracing method, refraction.

1. Introduction

In acoustics, the beam tracing method has primar-
ily been used to simulate architectural environments
in which waves propagate in a single homogenous
medium. Other geometric methods, such as the vir-
tual image source method and the ray tracing method,
have also been designed to analyze the propagation of
sound in homogenous medium. Simulating the prop-
agation of sound in a non-homogenous environment
with more than one medium has typically been con-
ducted with method like Finite Elements Method
(FEM), which calculates the numerical wave equa-
tion solution. Although these methods are well devel-
oped and widely used, they have significant limitations
(wavelength/dimension ratio, simulation in full 3D).
That is why, in many applications numerical simula-
tions are not a good or practical choice. The method
presented in this paper – the beam tracing with refrac-
tion (BTR) method – was developed with the intent
to fill the gap between geometrical and numerical wave
equation solution simulations. The BTR aims to sim-

ulate environments containing more than one media
(which until present time has not been simulated with
the beam tracing method) that have large dimensions
compared to the sound wavelength and that require
simulation in 3D (which is a problem for numerical
method of wave equation solution).
In the second section of the paper, a brief review of

existing acoustic simulation methods and their char-
acteristics is presented. In the third section, the BTR
is fully explained. The fourth section presents results
from simulations of several scenes with the BTR and
compares them with results from two geometrical sim-
ulations and one FEM simulation. The fifth section
presents the conclusions and ideas for future work.

2. Previous work

Simulation methods in acoustics can be divided
into two groups: geometrical and numerical wave equa-
tion solutions. Geometrical methods are primarily used
for room acoustic simulations.
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The first geometrical methods that were developed
were the virtual source method and the ray tracing
method (Kleiner et al., 1993). These methods are of-
ten combined to overcome their individual limitations.
In these combinations, the virtual source method is
used to simulate early reflections (because of its ac-
curacy), and the ray tracing method is used to simu-
late later reflections (because of its efficiency). Along
with specular reflections, which are the most impor-
tant phenomena in room acoustics, the ray tracing
method is used to simulate diffuse reflections and
diffraction. There exist several modified versions of the
ray-tracing method such as the ray tracing in time do-
main (Alpkocak, 2010) or the ray tracing with re-
fraction (Fink, 1994). The ray tracing with refraction
method was developed by Kevin Fink for the simu-
lation of acoustic lenses. This ray tracing simulation
calculates focusing of the sonar beam by tracing the
propagation of rays through an acoustic lens made of
rubber and through seawater, a medium in which sonar
is used.
The beam tracing method was first reported by

Heckbert and Hanrahan (1984) and by Walsh,
Dadoun and Kirkpatrick (1985) as a visualization
technique. This method was developed to overcome
limitations of the ray tracing method while retaining
its efficiency. Because it uses beams instead of rays
and a point detector instead of a spherical detector,
it ensures spatial coherence and avoids the problem of
aliasing inherent to the ray tracing method.
Siltanen et al. (2007) presented the acoustic ra-

diance transfer method based on the room acoustic
rendering equation (RARE). The RARE is an integral
equation which generalizes above mentioned geometri-
cal room acoustics modeling algorithms. Its formula-
tion is adopted from computer graphics. Similar to the
BTR, it calculates intensities of sound instead of the
pressure, and to get the intensity at any point it sums
intensities transmitted through the direct path and the
reflections reaching that point. Like the BTR the mem-
ory consumption of the RARE algorithm is high, in
typical cases hundreds of megabytes, but this allows
the recalculation of the intensity of sound for differ-
ent receiver without repeating complete algorithm. As
it is a room acoustics modeling algorithm, the RARE
doesn’t include effects of the refraction of the sound.
Since the BTR is based on the beam tracing

method, its development would now be examined in
more detail. The beam tracing method was first used
for acoustic simulation by Maercke, Maercke and
Martin (1993), who used cone tracing instead of ray
tracing. They overlapped cones slightly to achieve spa-
tial coherence, which became a potential source of
aliasing. This problem was solved later by Lewers
(1993), who used beams with triangular sections in-
stead of cones. This enabled him to achieve full spa-
tial coherence without overlapping the beams. He also

introduced a method of radiant exchange for calcu-
lating diffuse reflections. The next step in the develop-
ment of the beam tracing method was taken by Farina
(1994; 2000) and by Drumm (2000). They introduced
an adaptive beam division algorithm that divided a
beam into several smaller beams when it encountered
more than one reflective plane. Both authors incorpo-
rated simulation of diffuse reflections into their models,
and Farina simulated edge scattering as well.
The development of the beam tracing method

continued toward interactive applications with the
introduction of advanced spatial data structures.
Funkhouser et al. (1998) presented an implementa-
tion of the beam tracing method for interactive au-
ralization of architectural environments. Using spa-
tial data structures, they achieved the performance re-
quired for interactive simulation of a moving listener
and a stationary source. Later, they added diffraction
to their model (Tsingos, Funkhouser, 2001) to im-
prove the quality of the auralization. Finally, Laine et
al. (2009) presented their implementation of the inter-
active beam tracing method, which was (in scenes of
moderate complexity) able to produce auralizations at
interactive rates, not only with a moving listener but
also with a moving source.
Until now, implementations of the beam tracing

method that simulate refraction existed only in the
field of visualization, in which the refraction of light
is simulated to visualize the interaction of light with
water or with curved objects made of glass (Shah,
Pattanaik, 2007). As far as the authors are aware,
there is no beam tracing simulation in acoustics that
is able to calculate the refraction of sound. The FEM
is currently the method of choice for simulating the
refraction of sound. The FEM is used for simulation
in fields such as medical ultrasound, sonar and geol-
ogy (Shah, Pattanaik, 2007; Wojcik et al., 1994;
1998), both to design ultrasound transducers and to
analyze the propagation of sound. The FEM is suitable
for simulation of environments with many different me-
dia. In the FEM, a scene is composed of a number of
finite elements, each of which can have different acous-
tical parameters. This structure allows the FEM to be
used not only to simulate scenes containing several me-
dia but also to simulate diffuse environments in which
there are no clear boundaries between different media.
The FEM simulates all relevant wave phenomena, in-
cluding reflection, refraction and diffraction, as it is
based on numerical integration of the wave equation.
Besides the FEM, several other numerical wave

equation solutions methods have been developed such
as the acoustics diffusion equation (ADE) modeling
and the finite difference time domain (FDTD) method.
The ADE modeling uses the analogy of the move-
ment of a single particle in a gas to model the sound
field (Picaut et al., 1997). In the FDTD method
sound pressures and particle velocities are estimated
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at discrete grid locations for successive discrete times
(Botteldoren, 1994).
The complexity of a FEM simulation is determined

by the number of finite elements in the model. If the
dimensions of the model are large compared with the
wavelength of the sound, the model must be divided
into a large number of finite elements. The complexity
of simulating such a model can be a problem for a
desktop computer. If the FEM simulation needs to be
performed in full 3D, the computational complexity
becomes even more problematic, and these simulations
can often only be performed on computer clusters and
grids.
Areas of application for beam tracing and the FEM

in acoustics are shown in Fig. 1. Existing implemen-
tations of the beam tracing method in acoustics can
efficiently simulate scenes where dimensions of model
are larger than the wavelength of the simulated sound.
The other limitation of the traditional beam tracing
method is that the model contains only one medium.
This makes the beam tracing method suitable for room
acoustics simulations and virtual reality applications.
FEM simulations can simulate models with any num-
ber of media, ranging from single-medium environ-
ments to diffuse environments, but when the size-to-
wavelength ratio of the model increases beyond a cer-
tain limit, the computational complexity limits the
utility of the FEM. The FEM is thus used in applica-
tions such as the medical ultrasound and the detection
of faults in materials.

Fig. 1. Areas of application of simulation methods.

There is an area of simulation application that
cannot be efficiently simulated with the beam tracing
method or with the FEM. In these applications, the
propagation space has dimensions that are large com-
pared with the wavelength of the simulated sound, the
space is composed of more than one media (or one
medium with variable physical characteristics), and
the simulation has to be done in full 3D. The BTR
was developed with the intent to efficiently predict in-
tensity of ultrasound in marine environments such as
farmed fisheries and oyster farms, and for the simula-

tion of the ultrasound propagation in the human head,
where in medical applications the ultrasound propa-
gates through several layers of soft tissue and bone.

3. Models and methods

The BTR is designed to simulate the propagation
of sound in non-convex spaces composed of different
media. The BTR simulates two wave phenomena: spec-
ular reflection and the refraction of sound. Diffuse re-
flection and diffraction of sound are not currently in-
corporated in the BTR. These phenomena are already
solved with the beam tracing method, and published
by several authors (Farina, 2000; Drumm, 2000;
Funkhouser et al., 1998; Tsingos, Funkhouser,
2001). The BTR has been specialized to include the
refraction.
This section first explains the physical model of the

BTR, then data structures and algorithms of the sim-
ulation, and finally the implementation of the simula-
tion.

3.1. Physical model of simulation

The BTR traces beams with triangular cross-
section. When beams hit the boundary surface between
two media, they are divided into smaller beams, to ad-
just to individual triangles that make the boundary
surface. After the division, each divided beam is re-
flected or refracted, and such beams are further traced
in the same manner. The tracing stops when the level
of the intensity on the end of the beam is smaller than
predefined threshold, or when the volume of the beam
is smaller than predefined volume threshold.
The result of BTR simulation is the level of sound

intensity at a single point or at points in a rectangular
raster. First, the physical model used for calculation of
the intensity level will be explained, and after that the
method for constructing the geometry of the reflected
and the refracted beam.

3.1.1. The intensity of sound

Following the law of power averaging, the total
sound intensity at the receiver is calculated by sum-
ming the individual intensities of each beam that con-
tains the receiver. The reason the BTR employs this
method rather than summing the pressures of each
beam is because the phase of the reflected sound pres-
sure wave can be treated as a random variable in
the case of a highly reverberant environment. If this
method of calculation was used in a scene that is not
highly reverberant, then the results would not include
sound interference. The individual beam that contains
the receiver can be either the direct beam (coming di-
rectly from the source), or indirect beam (that has
been already reflected or refracted on the boundary
surface between two media). The sound intensity at

Authenticated | 195.187.97.1
Download Date | 12/12/12 9:21 AM



304 Archives of Acoustics – Volume 37, Number 3, 2012

a point inside a direct beam is calculated using the
following equation:

I =
PA

4 · π · r2
· e−γ·r, (1)

where PA is the acoustical power of the source of the
sound, r is the distance from the source and γ is the
attenuation coefficient of the media within which the
beam propagates. The first term in the equation de-
scribes the attenuation of the sound caused by the
propagation of the spherical wave. The second term
in the equation describes the attenuation caused by
viscosity and other dissipative processes in the media
(Pierce, 1981).

Fig. 2. The reflection and refraction of sound on a boundary
surface.

When sound encounters a boundary surface that
divides two media, the sound beam is reflected and
refracted (Fig. 2). The sound intensity of such indirect
beam is determined using the following equations:

II′ = R2 · II , (2)

III =
(
1−R2

)
· II , (3)

where II is the intensity of the incoming sound beam,
II′ is the intensity of the reflected sound beam, III
is the intensity of the refracted sound beam and R
is the amplitude of sound reflection coefficient of the
boundary (Pierce, 1981; Vorlander, 2008). The re-
flection coefficient Ris calculated using the following
expression:

R =

∣∣∣∣
ZII − ZI

ZII + ZI

∣∣∣∣ , (4)

where ZI and ZII are the acoustic impedances of the
two media. The acoustic impedance is function of the
angle of incidence θI , as in (Pierce, 1981).

The traditional way to calculate the sound inten-
sity of a point inside an indirect (reflected) beam is
to generate path of the sound from the receiver to
the source, in order to get the exact distance that the
sound travelled. This path generation creates the ex-
act path that sound traverses from the source to the
receiver. It is computationally complex because one
has to calculate all of the intersections of the sound
path with the boundary surfaces using virtual sound
sources.
In the BTR, to decrease the computational com-

plexity of the path calculation, the intensity of the
sound at a point inside an indirect beam is calculated
in a different way (Fig. 3). The intensity is calculated
relative to the sound intensity at the barycenter of the
starting triangle of the beam (I0) using the following
equation:

IBTR = I0
r21
r22

· e−γ·(r2−r1), (5)

where I0 is the intensity of the sound at the barycenter
of the starting triangle of the indirect beam, r1 is the
distance from the virtual source of the beam to the
barycenter of the starting triangle of the beam, r2 is
the distance from the virtual source of the beam to the
receiver and γ is the attenuation coefficient determined
by the entity in which the beam propagates.

Fig. 3. Calculating the intensity of indirect sound
in the BTR.

I0 is calculated as the intensity of sound of original
beam using Eq. (1), and then transformed with Eq. (2)
for reflected, and with Eq. (3) for refracted beam. It
is stored in the data structure of the indirect beam, so
all data required to calculate the intensity of sound is
stored with the beam.
The drawback of this method is that an error is

introduced because the sound intensity should be cal-
culated relative to the real intersection of the sound ray
with the starting triangle of the indirect beam rather
than the barycenter of the starting triangle. The equa-
tion for the exact sound intensity is:

I = I ′0
r′

2
1

r22
· e−γ·(r2−r′

1
). (6)

Let us examine the magnitude of this error. The
error is largest for the first reflection/refraction of the
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beam because the beam is at its widest. The angular
width of such a beam is 26.5◦ and it is determined by
the shape of the icosahedron. For the square room, the
worst error is 2.54 dB. The detailed description of how
the worst error is calculated is given in Appendix A.
For subsequent reflections and refractions, the error
gets smaller because beams get divided, so they have
smaller angular widths.
BTR has the similar complexity of the first part

of algorithm – the tracing of beams – as other split-
ting beam tracing algorithms. But in the second part
– the calculation of sound intensity – BTR shows the
advantage over the traditional beam tracing method.
In the BTR, there is no path generation, which can
be time-consuming in the case of multiple reflec-
tions/refractions. All information needed for the calcu-
lation of the sound intensity is already recorded within
the beam data structure. Let us consider the gain in
the computational complexity. If n is the number of
beams that hit the receiver, andm is the order of reflec-
tion/refraction, the time complexity of re-computing
all mth reflections in the BTR is linear: O(n). In
the traditional method with path generation, the time
complexity is exponential O(nm) because there have
to be m intersection points for n beams. The com-
plexity is clearly considerably lower in the BTR. This
feature of BTR has the capability of acceleration of the
beam tracing algorithm, similar to already published
efficient methods for the reduction of computation time
(Stephenson, 1996; Siltanen et al., 2009).

3.1.2. The geometry of the beam

When a beam hits a boundary surface, the geome-
try of the beam is changed. The BTR generates one
reflected and one refracted beam for each incoming
beam. Edge rays of reflected beam have the angle op-
posite to the angle of edge rays of the incoming beam
– θI (Fig. 2). Edge rays of the refracted beam are gen-
erated according to Snell’s law:

sin (θI)

sin (θII)
=

cI
cII

. (7)

If the incoming angle θI is greater than the critical
angle θI−crit:

θI−crit = arcsin

(
cI
cII

)
(8)

then only the reflected beam is generated.
Because the Snell law (Eq. (7)) is not linear, the

beam loses focus after refraction. This problem was
detected and described in one of the first papers on
beam tracing for visualization (Heckbert, Hanra-
han, 1984). In the BTR, this problem is solved by
refocusing the refracted beam. To do this, three pairs
of beam edge rays are intersected, resulting in three

intersection points. The new focus of the beam is cal-
culated as the arithmetic average of these intersections.
Figure 4 illustrates the problem of losing focus of the
refracted beam (the reflected beam is not shown). Edge
rays of incoming beam are displayed with solid black
line. Edge rays of refracted beam are displayed with
dotted black line. Intersections of edge rays of the re-
fracted beam are marked with circles. One can see that
edge rays lose focus – they do not intersect in single
point (Fig. 4 – detail – right).

Fig. 4. The reflection and refraction of sound
on a boundary surface.

This method of refocusing and its influence on the
accuracy of the results have already been analyzed
(Sikora et al., 2010). It was shown that refocusing the
initial beam causes the edge rays to have an average an-
gular error of 0.13◦. All subsequent beams are already
divided and are thinner than the original beam. Thus,
their edge rays are more parallel, which decreases this
angular error. The influences of angular and intensity
errors are tested using the example of refraction in an
acoustic lens that is presented in Subsec. 4.2.

3.2. Data structures

3.2.1. Scene composition

The simulated propagation space in the BTR is
called a scene, and its topology has three levels of hier-
archy: entity, shell and boundary surface. An example
scene is presented in Fig. 5.
An entity represents a volume containing a single

medium and is defined by one or more shells. A simple
entity is defined by a single shell. It can be convex
(E1) or non-convex (E3). Entities that contain one or
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Fig. 5. The topology of a scene.

more islands are non-convex and have several shells
(E2). A shell is a closed triangular mesh that defines
the outer boundary of an entity (s2, s3, s4) or the inner
boundary of an enclosing entity (s1, s5). A shell is two-
dimensional object that is used to define the extent
of an entity, which is a three-dimensional object. An
entity doesn’t have any geometry information, but only
the list of shells that surround it. The orientation of
triangles in the mesh of the shell defines the space that
is inside of the entity.
A shell is composed of one or more boundary sur-

faces. A boundary surface is a triangular mesh that
divides exactly two entities. Thus, a boundary surface
is not always a closed mesh, but a set of boundary sur-
faces that compose one shell must be a closed mesh.
A boundary surface has no orientation.
The scene topology is used during beam tracing to

accelerate the geometric operations involving travers-
ing beams between neighbor entities. When a beam
hits a boundary surface, the topology determines in
which entity it will continue to propagate, knowing
that one boundary surface divides exactly two entities.
In addition, as every beam “knows” inside which entity
it is currently propagating, only local geometrical com-
plexity affects the performance of the algorithm. This
algorithm is explained in greater details in Subsec. 3.3.
Triangular meshes that compose boundary surfaces

are topologically structured. They are composed of ver-
tices, edges and triangles, and their spatial relation-
ships are defined by a winged-edge structure. The mesh
topology is used during beam division to speed up the
process of finding which neighboring triangles are hit
by the beam.
Boundary surfaces are based on triangular meshes

instead of the polygons normally used in the beam
tracing method. This choice was made because classi-
cal beam tracing is used in architectural environments,
while the BTR is designed for man-made environments
that are not necessary regular.
A binary space partitioning (BSP) tree is calcu-

lated for each entity in the scene. The BSP tree is
used by the beam division algorithm to determine the

correct order of visibility of illuminated triangles. The
BSP tree is used to speed up the visualization process
and to solve cases of cyclic hiding.
The mesh topology and the BSP tree are calculated

automatically during the preprocessing phase of the
simulation. The topology of the scene is not calculated
by the simulation and has to be defined by the user
when setting up the scene.

3.2.2. Beams

Beams in the BTR have triangular cross sections
and are defined by three edge rays that intersect in
the focus of the beam. Initial beams have the form of
a triangular pyramid, with the focus of the beam at
the position of the sound source. Transformed beams,
which are created after reflection and refraction of the
initial beams, take the form of clipped pyramids, with
beam foci in the positions of the virtual sound sources
(Fig. 6). The starting triangle of the beam is the place
where the beam enters the entity through which it
propagates. The ending triangle of the beam is the
place where the beam leaves the entity, if it is refracted,
or the place where the beam is returned back to the
entity, if it is reflected.

Fig. 6. A transformed beam in BTR.

In classical beam tracing, such as the method de-
veloped by Drumm (2000) and Funkhouser et al.
(1998), beams have polygonal cross sections. The ad-
vantage of such an approach is that fewer beams are
needed to trace a scene than are necessary with tri-
angular beams. However, the performance gains that
result from a lower number of beams are diminished by
the complexity of polygon-polygon clipping operations
that occur when such polygonal beams intersect with
a geometry made of polygons. In the BTR, as all of
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the beams have triangular cross sections and because
shells are defined by triangle meshes, all geometric op-
erations operate on two triangles. Special attention was
paid to the design of the triangle-triangle clipping al-
gorithm that is used in the BTR with the goal of max-
imizing performance. The BTR clipping algorithm dif-
fers from the classical Sutherland-Hodgman algorithm
(Sutherland, Hodgman, 1974). Rather than using
a unified algorithm for all combinations of two trian-
gles, the BTR first detects the combination of triangles
with a few simple geometric tests and then creates the
resulting clipped triangles for that particular combina-
tion. As a result, the BTR clipping algorithm performs
better than other approaches.

3.3. Algorithm of BTR

After the scene geometry is defined and the calcu-
lation of the topology is done, the algorithm of BTR
begins. Its flow diagram is shown in Fig. 7.

Fig. 7. The algorithm of BTR.

After the initial beams have been generated, the
main loop of algorithm starts. In this loop, for every
beam the beam division is performed, after which the
divided beams are processed. After the main loop is
finished, the results are generated in the form of raster
with the distribution of sound intensity.

3.3.1. Initial beams

The process of beam tracing starts with the gener-
ation of initial beams. The foci of initial beams are at
the position of the sound source. Beams are generated
using the icosahedron in such a way that three edge
rays of one beam pass through vertices of one trian-
gle of an icosahedron. This process results in 20 initial
beams. The cross section of each beam is an equilat-
eral triangle. Initial beams propagate through the en-
tity that contains the source of the sound. The infor-
mation about the entity where the beam propagates

is recorded with each beam and is updated whenever
refraction occurs.

3.3.2. The main loop of the algorithm

After the initial beams are generated, they are
pushed onto the raw beam stack, and the main loop of
algorithm starts (Algorithm 1).

Algorithm 1. The main loop.

while the raw beam stack (RBS ) is not empty
pop one raw beam (rb ) from RBS
do the beam division of rb
push beams produced by division of rb on

the divided beams stack (DBS )

process divided beams from DBS
repeat

In the main loop, one beam is popped from the raw
beams stack and intersected with the shell(s) of the en-
tity in which it propagates. This intersection triggers
the beam division process. During the beam division
process, the original raw beam is divided into several
raw beams. The divided beams are then processed, re-
sulting in several finished beams that are pushed onto
the stack of finished beams and several new raw beams
(from reflection and refraction) that are pushed onto
the stack of raw beams. The loop repeats until the
stack of raw beams is empty, which means that beam
tracing is done.

3.3.3. Beam division

Each beam propagates inside of an entity and even-
tually encounters one of the entity shells that combine
to represent the boundary of an entity. In the simplest
case, the entire beam intersects only one triangle of the
shell’s mesh. In this case, it is not necessary to perform
beam division. Generally, however, the beam intersects
several triangles of the shell’s mesh. In that case, the
beam has to be divided into several smaller beams, one
for each intersected triangle of the mesh. In addition,
as entities in the BTR can be non-convex, some of the
intersected triangles may obscure each other. In this
case, the precise region that is not obscured has to
be determined to generate an accurate beam division.
The correct beam division is of the utmost importance
because it ensures the spatial coherence of the beam
tracing method and preserves the sound energy of the
beam.
The beam division process implemented in the

BTR is composed of these phases:

• finding intersected triangles and their transforma-
tion to the beam space (Subsec. 3.3.3.1)

• projecting and clipping triangles (Subsec. 3.3.3.2)

• hiding and dividing triangles (Subsec. 3.3.3.3)

• creating divided beams (Subsec. 3.3.3.4).
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Fig. 8. Example of the process of beam division: a) the starting geometry, b) illuminated triangles, c) backface culling,
d) perspective projection, e) clipping with the beam section, f) hiding and dividing triangles, g) divided beams.

The beam division process is illustrated in Fig. 8. This
simple example shows the division of a beam, displayed
with three edge rays, that propagates from the source
displayed with small black circle. The beam first en-
counters a shell in the form of a box, positioned in
front of another shell displayed with two large trian-
gles (Fig. 8a).

3.3.3.1. Finding intersected triangles and their

transformation to the beam space. The beam di-
vision process begins by determining the order of vis-
ibility of the triangles. This is done by traversing the
previously calculated BSP tree from the position of
the sound source. The next step is the phase of find-
ing triangles that are completely or partially within
the beam. These triangles are candidates for beam di-
vision. The backface culling process is performed to
remove those triangles whose normal vector points in
the direction opposite to the beam propagation. The
triangles that remain are transformed from the world
space to the beam space. The world space is the coor-
dinate space of the scene as displayed in Fig. 8a. The
beam space is the coordinate space that has z axis as
the direction of beam propagation. After all triangles
are transformed to the beam space, they are clipped
with the plane z = 0. This is done to avoid geometry
distortion due to parts of the triangles that are beyond
the focal point.
This stage in the beam division process is illus-

trated in Figs. 8a–8c. Figure 8a displays the geom-
etry on the start of the process. Figure 8b displays
those triangles that are within the beam. In this stage
the lower left triangle of the second shell is eliminated
from further processing. Figure 8c displays the result of
the backface culling process. After that stage only two

front triangles of the first shell (box) and one triangle
from the second shell remain for subsequent process-
ing.

3.3.3.2. Projecting clipping triangles. Transformed
triangles are then projected to 2D as preparation for
the hidden surface algorithm. This algorithm is per-
formed on the projected triangles in 2D rather than in
3D to increase performance. Triangles are projected us-
ing a perspective projection onto the projection plane
orthogonal to the z-axis (the direction of beam propa-
gation). Then, all projected triangles are clipped with
the projected section of the beam to consider only the
parts of the triangles that are within the beam vol-
ume. After this, the triangles are added to a binary
sorted tree. The order in which the tree is sorted is
determined by the order of visibility of the triangles.
This stage in the beam division process is illus-

trated in Figs. 8d and 8e. Figure 8d shows the perspec-
tive projection of triangles from Fig. 8c. Two triangles
from the first shell (box) are displayed in black. They
are positioned in front of the triangle from the sec-
ond shell which is displayed in gray, and which is only
partially visible. The projected section of the beam is
displayed with thin dashed line. Figure 8e shows the
triangles from Fig. 8d, clipped with the projected sec-
tion of the beam. Two black triangles are divided into
several smaller ones. The clipping of the gray triangle
resulted with the single triangle. After clipping, black
triangles still overlap the gray one. The reason is be-
cause the hiding of triangles is not jet performed.

3.3.3.3. Hiding and dividing triangles. The next
phase is the application of the hidden surface algo-
rithm. Algorithm traverses projected triangles, in the
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order of visibility. Projected triangles are stored in a
binary sorted tree named PT. Hidden triangles, after
they are processed, are saved in a list named HT. In
the first step all foremost triangles from PT with the
same order of visibility are transferred to HT. This is
done because they cannot possibly occlude each other,
and further checking is not necessary. After that, ev-
ery triangle t from PT is checked for the occlusion
with triangles (already processed) from HT. If the tri-
angle t is not occluded by any triangle hT from HT,
it is moved from PT to HT. Otherwise, if the triangle
hT occludes t, they are subtracted. Triangles resulting
from this subtraction are added to PT and the loops
are restarted.
In the case of occlusion, the loop is restarted several

times. In order not to check triangle pairs twice, the in-
formation of already checked triangle pairs is recorded,
and in further occlusion checks, they are skipped. To
avoid overhead, two more tests are performed: if t and
hT have the same order of visibility they cannot oc-
clude each other, and the occlusion test is skipped. Also
if they are neighbors, since we have already done the
backface-culling, they also cannot occlude each other,
and the occlusion test is skipped.
The results of the hidden surface algorithm are dis-

played in Fig. 8f. In this figure, triangles from the pre-
vious phase (Fig. 8e), are processed according to their
order of visibility. In this case black triangles, which
are closer to the source of the beam, are subtracted
from the gray triangle. The process gives in 10 trian-
gles, which do not overlap each other, while covering
the whole area of the beam section.

3.3.3.4. Creating divided beams. The process of
beam division in the BTR terminates with the creation
of divided beams. The initial beam that has been di-
vided is removed from the raw beams stack. Divided
beams are created and pushed onto the divided beams
stack. These beams are created from the 2D triangles
that result from the hiding and dividing phase. These
hidden 2D triangles are first projected back from the
beam space to the world space. Divided beams are then
constructed so that their three corner rays originate at
the source of the original raw beam and pass through
the three corners of hidden triangles.
Figure 8g displays divided beams generated from

the triangles in Fig. 8f. Beams are displayed in different
shades of gray. One can see only four beams, which
occlude the other six beams.

3.3.4. Processing divided beams

The beam division results in several divided beams
that reside in the divided beams stack. These beams
are now adapted to the geometry of the entity. The
next step is to process the interaction of these beams
with the shell of the entity (Algorithm 2).

Algorithm 2. The algorithm for processing divided beams.

while the divided beams stack (DBS ) is not empty
pop one divided beam (db ) from DBS
close db with the plane of the

intersecting triangle

push closed beam on the finished beams
stack (FBS )

if termination criteria are not fulfilled
create one reflected beam from db
push reflected beam on RBS
if incoming angle of db is less than
critical

create one refracted beam from db
push reflected beam on RBS

endif
endif
repeat

The algorithm repeats until all divided beams are
processed. In each pass, one divided beam is popped
from the divided beams stack. The popped beam is
then closed using the plane of the intersecting trian-
gle. The sound intensity at the end of the beam is cal-
culated, and the beam is then pushed on the finished
beams stack. The finished beams stack contains beams
that are completely processed and ready to be used to
generate the results.
The finished beam is then checked to determine

whether it meets the termination criteria. Further trac-
ing of a finished beam is not performed if the sound
intensity at the end of the finished beam is below a pre-
defined level. The tracing also stops if the beam volume
is lower than a predefined volume threshold.
If these criteria are not fulfilled, then tracing con-

tinues, and new reflected and refracted raw beams are
generated. For each divided beam, one reflected and
one refracted raw beam is created. If the incoming an-
gle of the divided beam is greater than the critical
angle (Eq. 8), only a reflected beam will be created.
Newly created reflected and refracted beams are

put onto the raw beams stack and are subsequently
processed. The beam tracing is finished when the raw
beams stack is empty and all beams in it have been
processed and transferred to the finished beams stack.

3.3.5. Generation of results

After the beam tracing is finished, the generation
of results starts. The result of the BTR is the rectan-
gular raster of points with the distribution of level of
sound intensity. To calculate the level of sound inten-
sity for each point, simulation has to determine which
beams contain the point. The finished beams are or-
ganized into an octree to speed up the spatial search
algorithm. By using the octree, only the leaf that con-
tains the receiver has to be searched instead of the
whole collection of finished beams. Because the num-
ber of beams in one leaf of the octree is approximately
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two orders of magnitude smaller than the total number
of beams, the computational complexity of this part of
the algorithm is considerably decreased by using the
octree structure.
The search of the leaf of the octree results with the

list of all beams that contain the receiver. The level
of the sound intensity of each beam is then calculated
as presented in Subsec. 3.1.1 and summed to get the
total level of sound intensity for the desired point in
space.

3.4. Implementation

The simulation was coded in Microsoft Visual Stu-
dio C++ using Microsoft Foundation Classes for user
interfaces and DirectX for displaying 3D graphics. The
simulation code had 23 000 lines, including proprietary
BSP and octree classes.
Special attention was paid to the numerical ro-

bustness of the code. All relational operators were re-
placed with relational functions that compare values
using both absolute and relative margins (Goldberg,
1991). In addition, all geometrical relational functions
in the BTR are designed to check boundary situa-
tions. For example, the function that checks whether
a point is inside a triangle returns not only true or
false, but also information about whether the point
is collinear with the edge of the triangle and whether
the point is collocated with a vertex of the triangle.
In addition, these geometric relational functions use
the above-mentioned relational functions instead of the
usual relational operators of C++.
All arithmetic in the BTR is done in double preci-

sion. DirectX forces floating point math by default, but
this property is overridden to enforce double precision
arithmetic.

4. Results

In this section the performance and the accuracy of
the BTR was tested. The BTR was first tested to check
if it detects all reflection paths in a rectangular room.
Then a comparison with room acoustics simulations
was done to check the speed of the BTR. The BTR was
compared to two commercial ray tracing simulations
and one interactive beam tracing simulation.
Finally, the comparison with the FEM simulation

of ultrasound propagation was done to check the abil-
ity of the BTR to simulate refraction. The BTR was
compared to the FEM simulation, because there are
no commercial beam tracing or ray tracing simulation
that can simulate refraction.

4.1. Reflection detection test

First test of the BTR was check if it detects all
reflection paths in a room. The test room was a simple

rectangular room. The Eq. (9) gives the number of
reflections for such a room:

Nr =

r∑

n=1

4 · n+ 2

0∑

m=r−1

(
1 +

m∑

n=1

4 · n

)
, (9)

where Nr is number of reflections, and r is the order of
reflections. The tests were performed for reflections up
to the fifth order. Table 1 and Fig. 9 show the number
of reflections detected by the BTR compared to the
exact number of reflections calculated with Eq. (9).

Table 1.

r Nr (exact) Nr (BTR)

0 0 0 –

1 6 6 100%

2 24 24 100%

3 62 63 98.39%

4 128 126 98.44%

5 231 237 97.40%

Fig. 9. Results of the reflection detection test.

The reflection detection ratio for the first two or-
ders of reflection is 100%, for the third order is 98.39%,
for the fourth order is 98.44%, and for the fifth order
is 97.40%.

4.2. Comparison with two ray-tracing room

acoustics simulations

BTR’s performance and accuracy were compared
with two commercial room acoustics simulation pro-
grams based on the ray tracing method. These two sim-
ulation programs were part of the 3rd round robin on
room acoustical simulations (Bork, 2005). The tests
were performed on a computer equipped with an Intel
Core2 T5600 processor (1.83 GHz), 2 GB of RAM and
Microsoft Windows XP operating system.
The tests were based on the three scenes shown in

Fig. 10. In this figure, the room geometries are dis-
played with solid lines and the position of the source
is indicated with a small black sphere. The source was
unidirectional emitting sound at 1 kHz with a power of
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a) b)

c)

Fig. 10. Test scenes: a) Shoebox, b) Aura, c) Concave.

1 mW. The boundary surfaces had absorption coeffi-
cients of 10%. The scattering coefficient was set to zero.
Test scenes were traced with two commercial room

acoustic simulations and the BTR. The first ray trac-
ing simulation (Feistel et al., 2007) was named Sim-
ulation A, and it required that the number of initial
rays was set as a parameter before the simulation was
executed. To determine the optimal number of initial
rays, several simulations were performed with different
number of initial rays. The number of initial rays was
finally fixed to 10000 because for greater number of
rays simulation gave practically the same results, and
the calculation time significantly increased.
The second ray tracing simulation (James et al.,

2008) was named Simulation B, and the number of
rays that this simulation traced was automatically de-
termined by the simulation program. In the BTR, the
beams were traced until the level of the sound intensity
dropped below 40 dB. In all simulations, the tracing
was performed for direct sound and three reflections.
The average difference of the level of the sound in-

tensity in control points between the BTR and Simu-
lation A was 3.87 dB, and between the BTR and Sim-
ulation B was 0.87 dB.
Simulation A was the slowest by two orders of mag-

nitude for all three scenes (Fig. 11a). The speeds of the
BTR and Simulation B were similar. The BTR was
faster for the simplest scene (Shoebox ), and Simula-
tion B was faster for the other two scenes.
Simulation B had the lowest memory consumption

for all three scenes (Fig. 11b). The BTR had by far
the highest memory consumption because the BTR
keeps all traced beams permanently in the memory.
The other two simulations store the traced rays only
while their contributions to the sound field are cal-
culated. The advantage of the method that the BTR

a)

b)

Fig. 11. Wall-clock time (a) and memory consumption (b)
in three simulations of the tested scenes.

uses is that only part of the processing has to be re-
done when scanning a different part of the room or
when scanning with a different resolution. In such sit-
uations, the BTR works significantly faster than the
other two simulations.
The tests presented in this chapter show that al-

though the BTR is not designed for room acoustics, it
has good speed, compared to commercial ray-tracing
simulations. The BTR was as fast as the fastest ray
tracing simulation. The memory consumption of the
BTR was higher than the ray tracing simulations but
allowed faster recalculation of the results in cases with
fixed scene geometries and fixed source positions. The
drawback of the BTR is its exponential space complex-
ity. The BTR has the space complexity O(nr), where
n is the number of triangles in the model, and r is the
order of reflections calculated in the simulation. Be-
cause of this the BTR cannot be used efficiently for
the calculation of later reverberations.

4.3. Comparison with the beam tracing room

acoustics simulation

The BTR was then compared to Evertims simula-
tion (Noistering et al., 2008). This is an interactive
simulation, which is composed of three components:
the graphical interface, the simulation engine and the
auralization software. The simulation engine of Ever-
tims simulation is based on the beam tracing method.
It calculates the room impulse response, which is sub-
sequently used for the auralization. For each reflection
Evertims calculates the direction of arrival. Evertims
calculates specular reflections and doesn’t take into ac-
count the diffraction of sound.
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The tests of the BTR and Evertims were performed
on the computer equipped with an Intel Core2Duo
E6550 processor (2 GHz), 4 GB of RAM and Microsoft
Windows 7 operating system.
Evertims and the BTR were tested on the model of

Sigyn hall in Turku, Finland (Fig. 12), which was com-
posed of 561 triangles. Both simulations calculated the
room impulse response, composed of direct sound and
reflections up to the third order. Simulations were per-
formed for the single source of sound. To get the fair
comparison, Evertims simulation performed the calcu-
lation of the impulse response without the auralization
of the sound. On the other hand the BTR didn’t cal-
culate the refraction.

Fig. 12. The model of Sigyn hall in Turku, Finland.

The comparison of performance of BTR and Ev-
ertims is presented in Fig. 13. The speed of the BTR

a)

b)

Fig. 13. The speed (a) and the memory consumption (b) of
the simulation of Sigyn hall with Evertims and the BTR.

was similar to the speed of the Evertims simulation
(Fig. 13a). The memory consumption of the BTR is
much higher (Fig. 13b) than Evertims. The reason for
this is probably the adaptive beam tracing used in the
BTR, which results in greater number of beams, and
consequently greater memory consumption.

4.4. Comparison with the FEM simulation

of ultrasound propagation

The tests presented in the previous chapter have
checked the speed of the BTR algorithm. However, the
main advantage of the BTR over other beam tracing
methods is that it can trace not only reflections but
refractions as well. To verify this property of the BTR,
a simple scene with an acoustic lens was constructed
(Fig. 14).

Fig. 14. The scene used to test refraction in the BTR.

The acoustic lens scene consisted of a unidirec-
tional sound source (f = 100 kHz; P = 100 W)
emitting ultrasound into a space filled with glycerol
(c = 1920 m/s; ρ = 1260 kg/m3; γ = 3 · 10−6 m−1).
In the glycerol, there was an entity made of rubber
(c = 900 m/s; ρ = 930 kg/m3; γ = 43 ·10−3 m−1). The
rubber entity was a sphere with a diameter of 0.1 m
centered 0.75 m from the sound source (located at the
origin of the coordinate system in Fig. 14 and Fig. 15).

Fig. 15. 2.5D FEM simulation model-rotation around
the x-axis.

The acoustic lens scene was first simulated with
the BTR and compared with a ray tracing simula-
tion (Sikora et al., 2010). The results of these two
methods agreed well. To gain further insight, the BTR
was compared with a well-established FEM simulation
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(Wojcik et al., 1998). This simulation takes a finite-
element and explicit time-domain approach to solve
the propagation of ultrasound.
Because simulating this scene in full 3D with the

FEM, would be too computationally complex to per-
form on a desktop computer, the simulation was per-
formed in 2.5D by utilizing the rotational symmetry
of the acoustic lens scene. The rotational axis is the
line from the source of the sound (the origin of co-
ordinate system) through the center of the rubber
sphere (Fig. 15). In this 2.5D setup, one finite ele-
ment had dimensions of 0.36 × 0.36 mm, for a total
of 2 222× 833 = 1 850 926 elements.
The BTR scene structure had two entities: the

outer, non-convex entity filled with glycerol, and the
inner, convex entity filled with rubber. Both entities
had only one shell, in the form of a sphere. The geom-
etry of the sphere consisted of 224 equilateral triangles
(Fig. 14). The BTR simulation traced direct sound and
reflections/refractions up to 4th order.
The results of the FEM and the BTR simulations

are shown in Fig. 16a and 16b, respectively. In the left
part of figures one can see an area with the high in-
tensity ultrasound surrounding the source. This area is
shown in white. The sound intensity level decreases as
the sound travels from the source towards the rubber
sphere situated in the right part of the model. As sound
decreases, the color in figures changes from white to
gray. Inside the rubber sphere, the focusing of the ul-
trasound occurs, as shown in Fig. 16a for the BTR
and 16b for the FEM. The areas where the sound fo-
cuses are shown as lighter gray areas inside the sphere.
In both figures, one can see how the refraction on the
boundary between the glycerol and the front of the
rubber sphere bends the ultrasound toward the pri-
mary focus, which is situated in the back of the sphere.
The position and maximum intensity of the primary fo-
cus is nearly the same in both simulations. The differ-
ence between the locations of the maximum is 0.7 mm,
and the difference between the sound intensity levels
is 1 dB.

a)

b)

Fig. 16. The simulation of the acoustic lens scene with
the FEM (a) and the BTR (b).

In the left part of the sphere, there is also a sec-
ondary focus, which occurs because the refracted ul-
trasound that has entered the sphere reflects two more
times inside the sphere. It first reflects from the back
of the sphere, and then from the upper of lower
boundary of the sphere. Because of multiple reflec-
tions/refractions and because of the longer path that
the sound traverses after the first refraction, the sec-
ondary focus has lower intensity level.
Figures 16 and 17 show two differences between

the FEM and the BTR. Since the FEM calculates the
pressure of the sound taking the phase into account,
its results exhibit the effects of the sound wave inter-
ference, which can be seen as the line patterns. Since
the BTR calculates the intensity of sound, it doesn’t
take the phase into account, so results of the BTR
don’t show the interference lines. Also, the BTR cre-
ates a clear shadow region behind the lens, while the
FEM simulation does not, because the FEM calculates
the diffraction of the sound.

a) b)

Fig. 17. The distribution of the level of sound intensity for
the area of the rubber lens: the BTR (a) and the FEM (b).

Let us consider the performance of the FEM and
the BTR simulations. Both simulations were executed
on the same hardware platform, which consisted of an
Intel Core2Duo processor with a frequency of 2.4 GHz
and 4 GB RAM.
Figure 18a shows that the BTR simulation exe-

cuted approximately 10 times faster than the FEM
simulation. The BTR also used less than half of the
memory that the FEM used (Fig. 18b). The price for
this good performance from the BTR is that the FEM
simulation modeled more wave phenomena than the
BTR, and that the error in the beam refocusing in the
BTR caused certain discrepancies. On the other hand,
the FEM could not perform this simulation in full 3D,
but only in 2.5D. In addition, given a higher sound
frequency, the performance of the BTR would stay the
same, while the performance of the FEM would de-
crease. Because of the required wavelength/finite ele-
ment size ratio, the number of finite elements would
have to be increased, and the performance of the FEM
would decrease significantly.
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a) b)

Fig. 18. The speed (a) and the memory consumption (b)
of the simulation of acoustic lens with the FEM and the

BTR.

This test showed that the BTR is a good choice
for situations in which the dimensions of the scene are
large compared with the wavelength of ultrasound and
the interference and diffraction of sound do not have to
be simulated. In such cases, the BTR provides excellent
performance and good accuracy.

5. Conclusion and future work

This paper presents the beam tracing with refrac-
tion (BTR) method, which is designed for the simula-
tion of sound propagation in environments with more
than one media. The BTR method can simulate reflec-
tion and refraction of sound.
Although primarily designed for non-homogenous

environments such as situations with temperature ver-
tical gradients, the BTR can also be efficiently used
for room acoustics. The BTR is suitable for the quick
estimation of stationary sound field intensity distribu-
tion during the design of sound reinforcement systems.
After the beam tracing is done all beams with the
level of sound intensity at their beginning are stored as
a beam tree structure in the computer memory. That
enables the fast recalculation of results for the station-
ary source and geometry. The BTR is not suitable for
the analysis of long delayed reflections of high order,
but this limitation can be overcome by combining the
BTR with other methods, which is a common practice
today – most commercial simulation packages combine
the virtual source method for early reflections, the ray
tracing for higher order reflections and the statistical
reverberation tail creation.
Three tests were performed to check the quality of

BTR method: two to determine the speed of the BTR
and one to check the ability to simulate the refraction
of sound. The speed of BTR was checked against two
commercial room acoustic ray-tracing simulations and
against an interactive beam tracing simulation. The
ability of the BTR to simulate the refraction of sound
was checked by the comparison with the commercial
FEM simulation. Tests showed that refraction can be
simulated with the beam tracing method, and that it

can be efficiently used for simple models made of few
different media, bearing in mind that diffraction and
interference are not simulated. On the other hand, the
method of calculating the sound intensity used in the
BTR shows to be useful in room acoustics, for quick
estimation of stationary sound field distribution, where
several recalculations have to be performed for station-
ary source.
In the future, it would be desirable to incorporate

other wave phenomena such as diffraction, interference
and diffuse reflections into the BTR to obtain more re-
alistic results. In addition, both beam tracing and gen-
eration of the results should be parallelized to increase
the performance on the multicore processors that are
now common.

Appendix A.

The approximated sound intensity of the receiver
IBTR is calculated with Eq. (5), where I0 is the inten-
sity at the barycenter of the starting triangle of the
beam, r1 is the distance from the virtual source of the
beam to the barycenter of the starting triangle, and r2
is the distance from the virtual source to the receiver
(Fig. 3). The exact sound intensity of the receiver I is
calculated with Eq. (6), where I ′0 is the intensity at the
intersection of r2 and the starting triangle of the beam,
and r′1 is the distance from the virtual sound source to
the intersection. The relative error of the BTR inten-
sity ∆I is:

∆I =
IBTR
I

. (10)

Using Eqs. (5) and (6) Eq. (I) is transformed to:

∆I =
I0
I ′

· e−γ(r′
1
−r1) (11)

From Eqs. (1) and (3) one can get expressions for I0
and I ′0:

I0 = (1 −R2)
PA

4 · π · r21
· e−γ·r1, (12)

I ′0 = (1−R2)
PA

4 · π · r′21
· e−γ·r′

1. (13)

Using Eqs. (12) and (13) the ratio of I0/I ′0 is:

I0
I ′0

=
r′

2
1

r21
e−γ(r1−r′

1
). (14)

Entering Eq. (14) into Eq. (11) one gets the relative
error of the BTR intensity ∆I:

∆I =
r′

2
1

r21
. (15)

The relative error expressed as the level of the inten-
sity is:

∆LI = 10 · log
r′

2
1

r21
. (16)
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From Eq. (16) it is evident that error of the BTR sound
intensity level depends only on the difference of the dis-
tance between the source and the barycenter and the
distance between the source and the real intersection of
the sound beam. In the worst case those two distances
can be the distances between the source and the clos-
est and the farthest point on the starting triangle of
the beam.

Fig. 19. A square room used to estimate the intensity error.

Let us examine a square room with an initial beam
like one on the following Fig. 19. To calculate the max-
imum error it is enough to consider the 2D case.
The maximum error is for the beam that stretches

to the corner of the room. For such beam r and r′ can
be expressed as:

r =
r0

cos(α)
, (17)

r′ =
r0

cos(β)
, (18)

α = β − 26.5◦, (19)

β = 45◦. (20)

When Eqs. (17) and (20) are entered in Eq. (16) we get
that the maximum error of the BTR sound intensity
level is ∆LI = 2.54 dB.
However we have to stress here that this is the worst

case scenario. This error is the maximum error for the
initial beam, and the initial beam is the widest possible
beam in the BTR. The subsequent beams, because of
the beam division, have the smaller angular difference
and consequently the error is smaller.
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Fabric covering is often used by designers, as it can easily mask acoustic structures that do not match
an interior. However, in the case of sound diffusers based on change in the phase of the reflected wave, the
use of fabric covering is not without its effect on acoustics. It reduces the effectiveness of these structures
and raises acoustic absorption. In the paper, the authors analyzed the acoustical properties of a selected
fabric used to cover sound diffusers. Sound absorption and scattering coefficients for a system composed
of sound diffusers and a fabric situated at different distances d were measured. The results were compared
to the sound absorption predicted on the basis of Kuttruff’s and Mechel’s theoretical models. Analysis
of the results indicates that the fabric has a significant influence on the system’s acoustic parameters. It
is also observed, that fabric applied directly on a phase grating diffuser, produces higher absorption than
when it is at some distance from it.

Keywords: fabric covering, Schroeder diffusers, absorption, scattering.

1. Introduction

In room acoustics, the most important property of
the material is the absorption coefficient introduced by
Sabine (1922). Despite the many corrections that have
been introduced to the reverberation time formula,
Sabine’s basic equation, which is based only on geom-
etry and the absorption coefficient, is still widely used,
not only by non-professionals. However, the Sabine’s
formula does not always give precise results. Initially,
the method of sound absorption coefficient averaging
was investigated (Eyring, 1930). How materials are
distributed was then accounted for a theoretical model
(Fitzroy, 1959). No new acoustic parameter describ-
ing the reflection from walls was proposed until 1976
(Kuttruff, 1976), when Kuttruff reckoned with the
fact, that reflections from walls are not purely spec-
ular, a fact which influences the reverberation time.
Three years later, Schroeder (1979) found that dif-
fuse reflections are desirable, especially those from the
ceiling in low concert halls. In that paper, Schroeder
showed that reflection from a structure will be diffuse,
if phase shifts of the waves reflected from small parts
of the structure are random. On the basis of the num-
ber theory, he proposed a quadratic-residue sequence
to shape the depth of the structure. Being easy to ap-

ply and giving high diffusion over a wide frequency
band, quadratic-residue diffusers (QRD) became very
popular.
Nowadays, many interiors of cinemas, television

studios, home theatres, and philharmonic halls are
equipped with some kind of diffusers. Sometimes they
are in harmony with the room’s design, while in histori-
cal rooms, specialist acoustics structures do not match
the interior. In such cases, they are often concealed
behind an acoustically transparent fabric, to mask
the acoustic structure without changing its properties.
However, as might be expected, transparency applies
only to a covering used on highly absorptive materials.
A different approach is needed in masking structures
with low absorption coefficients and special care should
be taken especially where QRDs are concerned. This
type of diffuser was designed to reflect evenly in ev-
ery direction as much sound as possible. Fujiwara
and Miyajima (1992) were the first to measured the
absorption of diffusers which greatly exceeded the ex-
pected value. The first attempt to explain this phe-
nomenon was made by Kuttruff (1994). In his calcu-
lation Kuttruff assumed a constant sound pressure on
the plane of the diffuser. His theoretical model results
in a too low absorption. A year later, Mechel (1995)
developed a much more complex model and showed
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that absorption is caused not only by viscous and ther-
mal losses, but also by the flow of air between adjacent
wells of the diffuser. He was also the first to calculate
and measure the influence of resistive layers situated on
the entrances of the wells on the absorption coefficient.
Based on his approach, Wu et al. (2000) pointed out
the possibility of creating a highly absorptive structure
that would combine the QRD and a resistive cover-
ing.
The goal of this study is to show the influence of

resistive layers on acoustic parameters (absorption and
scattering coefficient) of diffusers. Ways of minimizing
the additional absorption from a textile covering are
also investigated.

2. Prediction of sound absorption

2.1. Absorption of a resistive layer above a rigid plate

Let us consider the absorption of a resistive la-
yer above a rigid plate. The equivalent interaction
impedance of a flexible single screen with cavity back-
ing ze can be expressed as a parallel combination
of the interaction impedance z and the structural
impedance zs (Ingard, 1994):

ze = zzs/(z + zs). (1)

For a limp sheet, there is zs = −iωm, where m is the
mass per unit area of the sheet. If z = r + ix, then

ze =
r(ωm)2

r2 + (ωm− x)2
− iωm

r2 − x(ωm− x)

r2 + (ωm− x)2
. (2)

According to Wu’s assumption (Wu, 2000), textile
cover is purely resistive, so the reactance part of z is
x = 0. For the textile cover used in the measurements,
m = 0.15 kg/m2.
The input impedance for a resistive screen over an

air layer of thickness d is expressed by

Z(φ) = ze −
i cot(kzd)

cos(φ)
, (3)

where kz = k0 cos(φ) is the normal component of the
wave vector k0 for angle of incidence φ. With the in-
put impedance Z(φ) known, the absorption coefficient
α(φ) is expressed according to (Ingard, 1994) by

α(φ) =
4Re(Z) cosφ

(1 + Re(Z) cosφ)2 + (Im(Z) cosφ)2
. (4)

The impedance of textile cover located at different dis-
tances d from the rigid plate was measured using an
impedance tube. By comparing it with the absorption
coefficient for normal incidence α(0) calculated accord-
ing to (4), the resistance of textile cover was found to
be equal rρ0c = 40 rayl, where ρ0c is the impedance
of air.

In order to compare the absorption coefficient of
a resistive screen situated over a rigid plane measured
in diffuse field and calculated using (4), integration
over hemisphere should be done

αdiff = 2

π/2∫

0

α(φ) cosφ sinφ dφ. (5)

2.2. Absorption of quadratic residue diffusers

In both Kuttruff’s and Mechel’s models of sound
absorption, the calculation of admittance of a single
well is carried out in the same way. In Kuttruff’s ap-
proach, the absorption of a QRD is calculated by aver-
aging the admittance of each well, while in the Mechel
model, mutual interaction between wells is taken into
account. The geometry of the analyzed system, com-
posed of diffuser and textile cover, is presented in
Fig. 1.

Fig. 1. Geometry of the system composed of a quadratic
residue diffuser and textile cover at the distance d.

Normalized input admittance of one well is equal to

G(xk) =
tanh(Γwk0lk)

Zw
, (6)

where k0lk is the Helmholtz number. For a QRD it is
calculated according to (Mechel, 1995)

k0lk =
f

f0

π

N
mod(k2, N); k = 0, 1, . . . , N−1. (7)

Propagation constant Γw and wave impedance Zw in
wells (Mechel, 2008) are:

Γw = k0j

√√√√√√√
1 + (κ−1)

tan(kα0h)

kα0h

1−
tan(kνh)

kνh

, (8)

Zw =
Z0√[

1 + (κ−1)
tan(kα0h)

kα0h

][
1−

tan(kνh)

kνh

] , (9)
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where

k0 =
ω

c
, k2ν = −j

ω

ν
, k2Pr = κPrk2ν , (10)

where ν = 15 · 10−6 m2/s is the kinematic viscosity
of air, κ = 1.401 is the adiabatic exponent and Pr =
0.6977 is the Prandtl number.
With T = N(2h+w), being the width of one period,

its average admittance is given by

〈G〉 =
2h

T

N−1∑

k=0

G(xk). (11)

With the normalized impedance of Z = 1/〈G〉, the ab-
sorption coefficient can be calculated according to (4).
In Mechel’s model (Mechel, 1995), the sound field

in front of the diffuser is decomposed into the incident
plane wave pe(x, y) and the scattered field ps(x, y),
which itself is made up of plane waves and higher spa-
tial harmonics:

p(x, z) = pe(x, z) + ps(x, z),

pe(x, z) = Pe exp[j(−xkx + zkz)],

ps(x, z) =

+∞∑

n=−∞

An exp(−γnz) exp(−jβnx),

(12)

where the wave numbers are

kx = k0 sinφe = β0,

kz = k0 cosφe,

βn = β0 + n
2π

T
,

γn = k0
√
(sinφe + nλ0/T )2 − 1.

(13)

The wells’ admittance is first transformed by
Fourier analysis

gn =
1

T

T∫

0

G(x) exp

(
jn

2π

T

)
dx (14)

and the amplitudes An of the spatial harmonics are
then calculated

+N∑

n=−N

An

[
g−m−n−jδm,−n

γn
k0

]
=Pe(δm,0 cosφe−g−m),

m = −N, . . . ,+N, (15)

where δm,n is the Kronecker symbol.
The absorption coefficient including higher spatial

harmonics is

α(φe) = 1−

∣∣∣∣
A0

Pe

∣∣∣∣
2

−
1

cosφe

∑

ns 6=0

∣∣∣∣
Ans

Pe

∣∣∣∣
2

·
√
1− (sinφe + nsλ0/T )2, (16)

where Pe = 1 is the amplitude of the incident wave and
ns, as indices of spatial harmonics, are determined by
the condition

−
T

λ0
(1 + sinφe) ≤ ns ≤

T

λ0
(1− sinφe). (17)

Only theoretical models for calculating the absorp-
tion coefficient are presented – there is no reliable
model to calculate the scattering coefficient. The diffu-
sion coefficient obtained in free field can be accurately
predicted, because its definition and the method of
measurement are in agreement with the physical phe-
nomenon. On the other hand, measuring the scattering
coefficient involves determining the difference between
the absorption of a rotating and a stationary sample.
Physically, absorption is the same, but due to the inte-
grated impulse response method used in the measure-
ment, the results are different because of non-specular
reflection from the sample.

3. Measurement system

The measurements were conducted in Laboratory
of Technical Acoustics’ reverberation chamber at the
Department of Mechanics and Vibroacoustics, AGH in
Krakow. The chamber volume is V = 180.4 m3, the
total area of the walls is S = 193.7 m2.
To measure the sound absorption coefficient, two

omni-directional sound sources were used, powered by
the CREST CPX 2600 amplifier, which received the
input signal from an NI PXI-4461 card output. Signals
were recorded using six GRAS 46AQ microphones con-
nected to an NI PXIe-4496 card. An application was
developed in the LabVIEW environment to generate
the measurement signal, record the response of the
room and determine the impulse responses. A wide-
band modulated test signal (sine sweep) was used.
Temperature and humidity were measured using an
LB-701H thermohygrometer controlled directly by the
LabVIEW module.
When measuring the scattering coefficient in accor-

dance with the ISO 17491-1 standard, a sample with
a diameter of 2.75 m was positioned on a turntable
placed on the floor of the reverberation chamber
(Fig. 2). The turntable was operated by an NI PXIe-

Fig. 2. The QRD covered with fabric used in the scattering
coefficient measurement.
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8180 controller. The test signal was generated and
the response was recorded using B&K Dirac 4.1 soft-
ware. A Waveterminal U2A card was used as the
I/O interface. An amplifier and an omni-directional
sound source were used in the measurements as de-
scribed above. As a test signal, an MLS was used with
a 48000 Hz sampling frequency and a sequence com-
posed of 219−1 samples. In both cases the chamber was
equipped with five fixed diffusers, selected in accor-
dance with Annex A to ISO 354. The positions of the
microphones and sound sources remained unchanged
throughout the measurements. The impulse responses
of the chamber were determined using signals with
a length of 10.9 seconds. On the basis of preliminary
measurements, the possibility of using a shorter signal
than the maximum length of the reverberation time for
some frequencies was verified. Doing so would shorten
the measurements during which the ambient condi-
tions should have remained unchanged.
As a diffuser, a one-dimensional pseudo-stochastic

periodic surface structure based on the first number
N = 7 was used with a well width of 2h = 22 mm, w =
6 mm and a maximum depth of lmax = 44 mm. A cir-
cular sample with a diameter of 2.75 m contained 13.5
periods of sequences. The diffuser was covered with
a thin 100% polyester fabric commonly used to cover
diffusers, with a surface weight of m = 0.15 kg/m2.
The fabric was stretched on a steel rim with a diam-
eter equal to that of the diffuser. Side surfaces were
screened by the cover fitted to the total height of the
sample.

4. Results

4.1. Sound absorption coefficient

The sound absorption coefficient was measured in
accordance with the ISO 354 standard for the following
configurations:

a) fabric + sound reflecting surface at a distance of
0, 5, 10 and 14 cm

b) fabric + sound diffuser at a distance of 0, 5 and
10 cm

The results for a) are shown in Fig. 3. In order to im-
prove the readability of the graph, sound absorption
values for selected distances d are presented. The re-
sults show, that the maximum value of absorption does
not change for different distances d, but only shifts
along the frequency axis. Good agreement between
the theoretical model and measurements was obtained.
For all distances, absorption at low frequency is higher
than predicted. The maxima occur at similar frequen-
cies, but in the case of measurements, the resonance
has smaller Q = fr/∆f , where fr is the resonant fre-
quency, and ∆f is the bandwidth. For antiresonance,
where the width of the air layer is equal to the half-

Fig. 3. The sound absorption coefficient for the fabric
stretched over the reflecting surface. The number in the
legend indicates the distance (in cm) between the fabric
and the surface, Pred – prediction, Meas – measurement.

length of the incident wave, it is almost impossible to
observe a minimum in the measured curve.
The absorption coefficient of the diffuser with and

without fabric stretched over it is shown in Fig. 4.
The measurements indicate significant absorption in
the 100–1000 Hz range, while prediction based on both
models provides values near 0. For higher frequencies
both Mechel’s and Kuttruff’s models predict for the
diffuser with fabric covering an increase in absorp-
tion for the frequency range (1600–2500 Hz), which
is consistent with the measurements. The calculated
values of the sound absorption coefficient α are under-
estimated when calculated according to the Kuttruff
model. In the case of the Mechel model, the maximal
predicted value is larger than that measured, but the
peak has a much bigger Q-factor.

Fig. 4. The sound absorption coefficient for the QRD with
and without fabric cover. Prediction based on Kuttruff’s
and Mechel’s model is included. The letter K stands for
the Kuttruff model and M for the Mechel model, the line
without given height, represents absorption of the diffuser

without a fabric covering.

Note the significant increase over the entire fre-
quency range in the absorption of the diffuser with the
fabric as compared to that without it (Fig. 5). When
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Fig. 5. The sound absorption coefficient for the fabric
stretched over the QRD. The number in the legend in-
dicates the distance (in cm) between the fabric and the
diffuser. The line without a given height represents the ab-

sorption of a diffuser without a fabric covering.

the fabric is placed directly on the diffuser, a note-
worthy increase in absorption occurs as compared to
distances d = 5 cm and d = 10 cm, mainly in the 1600–
2500 Hz frequency range, where the structure scatters
sound the most effectively. For f = 1600 Hz the phase
shifts between adjacent wells are an integer multiple
of λ0/4 = c/(4f), which causes significant airflow be-
tween them and gives the highest absorption when re-
sistive material is put on the entrance to the wells.
Among the measured distances between the fabric

and diffuser, the smallest absorption occurs at d =
5 cm. At d = 10 cm, the absorption for frequencies
1600–2500 Hz is the lowest (the fabric cover does not
influence the near field of the diffuser), but there is an
increase in absorption for the 400–1000 Hz frequency
range.

4.2. Sound scattering coefficient

Measurements were conducted to determine the ef-
fect of fabric on sound scattering by the fabric-covered
diffuser (the results are shown in Fig. 6). ISO stan-
dard 17497-1 recommends, that the measurement of
the scattering coefficient should be restricted to struc-
tures with the sound absorption coefficient α below
0.5. Note that systems composed of the diffuser and
the fabric show a greater than or close to 0.5 absorp-
tion coefficients in the 250–400 Hz range, and that the
authors are aware that the results are characterized by
a greater error.
The results show that the fabric has a small effect

on sound scattering at low and medium frequencies.
In contrast, at higher frequencies the scattering coef-
ficient increases, especially when the fabric is placed
directly on the diffuser. In the characteristics shown
in Fig. 6, the values of the scattering coefficient ex-

Fig. 6. The sound scattering coefficient for the fabric
stretched over the QRD. The number in the legend indi-
cates the distance (in cm) between the fabric and the dif-
fuser. The line without a given height represents the scat-

tering of the diffuser without fabric covering.

ceed 1 for some frequencies. This is acceptable and
might be caused by diffraction at the sample edges.
The difference in the scattering coefficient for the dif-
fuser with fabric placed directly on its surface may be
due to several concurrent factors. The fabric causes ad-
ditional scattering of reflected sound and interacts with
the wells of the diffuser. The error of the measurement
method due to the sample’s excessive sound absorption
in this frequency range may also be significant.

5. Conclusion

The paper presents results of studies on the absorp-
tion and scattering of a system composed of a fabric
covering placed at some distance from diffuser done in
remodeling of interiors to improve room acoustics. It
was shown that when the reflecting surface is masked,
the sound absorption coefficient α is strongly depen-
dent on the properties of the covering fabric (espe-
cially its resistance) and the thickness of the air layer
between the fabric and reflective surface. While the
properties of the fabric determine the maximum value
of sound absorption, the air layer affects the frequency,
at which the maximum occurs. For QRDs, the most
significant change in absorption occurred when the fab-
ric was placed directly on the diffuser’s surface. Par-
ticularly large differences were observed at frequencies
above 1600 Hz. As in the case of the reflecting surface,
absorption depends on the resistance of the fabric, but
the thickness of the air layer influences not only the
position of the maximum, but also its value, especially
where the covering is placed close to the diffuser. The
results of the measurements showed a significant in-
crease in the sound scattering coefficient for frequen-
cies above 1250 Hz, with much higher results when the
fabric was placed directly on the surface of the diffuser
surface. This may be attributable to an error in the
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method, which requires structures with a sound ab-
sorption coefficient α ≤ 0.5. No significant differences
were observed at lower frequencies.
The results lead to the conclusion that stretching

the fabric directly on the surface of the diffuser, signif-
icantly affects its acoustic performance, mainly sound
absorption. This conclusion is of particular importance
for the interior equipment of music halls (Kamisiński,
2010), where sound diffusers are important elements
and where fabric covering may adversely reduce the
acoustic energy of the first reflection. When the reflec-
tive plane is covered, the lowest absorption is obtained
when fabric is laid directly on the plane. For QRDs, the
lowest absorption was observed for air layer of thick-
ness d = 5 cm. To further reduce of the absorption
coefficient of diffusers, stiffening the construction and
reducing the height/width ratio should be considered
(Pilch, Kamisiński, 2011). It can be concluded that
even a very light fabric covering can affect the absorp-
tion and scattering characteristics of sound diffusers
and caution is advised in using fabric covering intu-
itively.
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There are typically two systems in use for sound reinforcement in open areas: the central, “wall of
sound” system with speakers localized at the sides of the stage, and the zone system, in which additional
speakers are introduced to obtain a uniform sound pressure level throughout the area of listening. In
the past two decades the line array systems gained great popularity. The main purpose of their use is to
obtain a uniformly distributed sound level throughout the listening area in order to achieve good speech
intelligibility. The present paper aims to present an alternative and original method of sound reinforcement
in open areas which is in contrast to the above solutions. This new method allows achieving a uniformly
distributed sound pressure and good speech intelligibility in the area of interest, and also allows to gain
spatial sound impression that accompanies sound reproduction in concert halls. Another advantage of
the proposed system is the reduction of the sound level outside the area of interest, i.e. reduction of the
noise level outside the area of listening.

Keywords: sound creation system, open area, spatial impression, noise, geometrical method, inverse
image source method.

1. Introduction

During the sound reinforcement in open areas with
so called “wall of sound”, there are two ways to cre-
ate the acoustic field: in small areas, by using high
power loudspeaker sets localized centrally (on the
stage) and, for large areas, by using the zone sound
system (Hojan, 2003; Ishizawa et al., 1998; Toole,
2008]. An alternative method is the use of line array
systems which, compared to the “wall of sound”, pro-
vide a more uniform distribution of the acoustic field
across the entire area of listening (Ureda, 2001). The
main purpose of their use is to obtain a uniformly dis-
tributed sound level throughout the listening area in
order to achieve good speech intelligibility but other
parameters describing the properties of the acoustic
field in the object are ignored.
In the case of listening in concert halls and opera

houses, many authors (Ando, 1985; Beranek, 1996;
Bradley, 1991; Bradley et al., 2000; Hidaka et al.,
2000;Kulowski, 2007;Kuttruff, 2009;Long, 2006;
Marshall, Barron, 2001) draw attention to a num-
ber of parameters, such as the “Clarity” group param-
eters, the parameters relating to speech intelligibility
on the analysed object, or the “Lateral Sound” group
parameters, very important when listening to music.

Unfortunately, in the case of outdoor concerts, because
of the dominance of the direct sound from the sound
sources, particularly the spatial sound impressions are
considerably limited (Meyer, 2009). It is this factor
that has led the authors to propose a sound system for
open areas that would allow obtaining simultaneously
a uniform sound reinforcement in the area of interest,
good speech intelligibility, and spatial sound impres-
sion similar to that achieved in concert halls.
It should also be noted that in the case of sound re-

inforcement in open areas, a high noise level is emitted
outside the area of listening. It is usually very inconve-
nient to the outsiders. The proposed system for sound
reinforcement in open areas allows a considerable re-
duce of that noise.

Formulating the objective of the research

The objectives of the present paper were (Fig. 1):

1) to build a multi-channel sound creation system in
open area;

2) to reduce noise level emitted outside the open area
of sound reinforcement.

The object of interest are squares and market places
in cities (limited slightly by thes urrounding buildings)
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Fig. 1. Schematic diagram of a multi-channel
sound creation system in an open area.

in which various artistic events are organised, concert
shells in parks, etc., further referred to as open areas.
The idea behind the concept was to create, in an open
area, the acoustic field with properties similar to the
ones of the acoustic field in a good concert hall. The
created acoustic field was supposed to meet the follow-
ing quality criteria (Mechel, 2008):

1. SPL (Sound Pressure Level) [dB];
2. D Definition [%] – parameter characterizing
speech intelligibility;

3. C50 Clarity [dB] – parameter characterizing
speech intelligibility;

4. C80 Clarity [dB] – parameter characterizing music
reproduction clarity;

5. LF Lateral Energy Fraction [%] – parameter char-
acterizing spatial sound impression;

6. LFC Lateral Energy Fraction Coefficient [%] – pa-
rameter characterizing spatial sound impression;

7. STI Speech Transmission Index – parameter char-
acterizing speech intelligibility;

8. ALCons Articulation Loss of Consonats [%] – pa-
rameter characterizing speech intelligibility, refer-
ring to the loss of consonant intelligibility.

The above-mentioned quality criteria on the analysed
object should have the following values (based on e.g.
(Kulowski, 2007):

1. SPL – assuming that for the open area, the back-
ground noise level may reach ca. 50 [dB], whereas
the sound pressure level in the area of listening
should be at least 75 [dB], and distribution of this
parameter should be even enough for the differ-
ence between the highest and lowest SPL value
not exceed 6 [dB];

2. Definition – above 70 [%], C50 – ≥ +3 [dB], STI
– at least 0.6, ALCons – maximum 10 [%], for the
speech reception to be at least good;

3. C80 from the range −5 [dB]÷+9 [dB], or slightly
above +9 [dB], for the clarity of music to be at
least of a medium quality;

4. LF and LFC – in the range 10 [%]÷ 25 [%].

Sound system description

To generate an acoustic field with the proper-
ties described above, a multi-channel sound system
was utilised. This system consists of the main and
additional sound sources. The sound emitted by in-
struments without any amplification, as well as loud-
speaker sets on the stage as the main and central sound
sources can be used. Additional sound sources are ex-
tra loudspeakers which simulate the sound reflected
from walls, as it occurs indoors.
The system should ensure in the examined area

the sound quality equivalent to that achieved in closed
rooms with good acoustic properties. It should ensure
values of the sound parameters equally good to ones in
good concert halls, and minimise the noise outside the
area of listening. The image source method was used
in an inverse order (Gołaś, Suder–Dębska, 2010)
to synthesise the structure of the sound sources dis-
tribution in the open area, further referred to as the
inverse image source method. In general, the method
is to assume the desired properties of the acoustic field
on the object, and the distribution and parameters of
the sound sources ensuring the effect which is as close
to the expectation as possible.

Inverse Image Source Method

The image source method is one of the geometrical
methods which, for a specific area with determined ge-
ometry and acoustic parameters, and for a predefined
localization of the sound sources, allows to determine
the parameters of the acoustic field. The idea of the
Inverse Image Source Method is presented in Fig. 2.
The Inverse Image Source Method involves an inno-
vative use of the conventional image source method
to solve the inverse problem. It means that, on the
examined object (open area), the type of the desired

Fig. 2. Idea of the Inverse Image Source Method.

Authenticated | 195.187.97.1
Download Date | 12/12/12 9:21 AM



A. Gołaś, K. Suder-Dębska – Multi-Channel System for Sound Creation in Open Areas 325

Fig. 3. Algorithm of the Inverse Image Source Method.

acoustic field, its acoustic parameters, is initially as-
sumed, and then, based on the inverse image source
method, the distribution of additional sound sources
which surround the reinforced area, their power, and
delays are determined in such a way that the acoustic
field with the assumed properties is created. These ad-
ditional sound sources imitate sound reflections from
the wall. The algorithm of the inverse image source
method (Fig. 3) can be briefly described as follows:
1) determining the desired values of acoustic param-
eters;

2) determining acoustic parameter distribution on
the examined object for a conventional sound sys-
tem type;

3) determining, based on the inverse image source
method, the distribution and parameters of ad-
ditional sound sources creating the acoustic field
on the object with the properties as close to the
predefined quality criteria as possible.

2. Analysing the central system

Numerical simulations of various types of the cen-
tral sound system were performed based on the EASE
software.
An open area dimensioned 24 [m]× 32 [m] was as-

sumed as the analysed object. For the examined area,
asphalt surface, air temperature 20 [◦C], and humidity
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60 [%] were assumed. Simulation tests were performed
for the conventional central system with loudspeakers
localized at the sides of the stage. Figure 4 shows the
model of the analysed object.

Fig. 4. Numerical model of the open area
for the central sound system

The conventional central sound system was anal-
ysed in 15 configurations: 12 times for various types
of loudspeakers placed individually at the sides of the
stage, and 3 times for 4 loudspeakers of various types
placed at the sides of the stage, with the speakers
operating at the sound power of the level which can
generate the sound pressure level at the level about
100 [dB] ÷ 115 [dB] in all the cases (there are mean
SPL values obtained during concerts and events). Sim-
ulation results, such as mean values of the acoustic
parameters are given in Table 1.

Table 1. Simulation results for the reinforced area.

System
SPL Definition C50 C80 LF LFC ALCons

STI[dB] [%] [dB] [dB] [%] [%] [%]

2 x EAW KF750F 115.4 99.9 40.4 50.1 2.3 3.2 1.0 0.99

2 x Community WET315–94 98.8 99.9 40.9 51.9 2.9 4.1 1.0 0.99

2 x Dynacord VariLine VL262 98.6 99.9 40.2 51.9 5.6 8.0 1.0 0.98

2 x HK Audio VT115X 100.6 99.9 40.4 52.6 3.8 5.5 1.0 0.99

2 x JBL PRO AM4215/64P 103.0 99.9 40.9 56.8 3.5 5.1 1.0 0.99

2 x MERIDIAN DSP5500 94.9 99.9 40.4 51.9 7.7 10.8 1.0 0.98

2 x Meyer Sound UPA-2P 111.2 99.9 40.2 53.3 4.2 5.8 1.0 0.99

2 x Peavey IMP652S 94.4 99.9 40.6 47.0 7.1 10.0 1.0 0.98

2 x Proel NEXT15HP 104.9 99.9 40.9 50.2 4.1 5.9 1.0 0.99

2 x Renkus – Heinz STX4–94 109.4 99.9 40.6 52.5 4.4 6.5 1.0 0.99

2 x Tannoy T300 105.3 99.9 40.7 54.7 4.4 6.4 1.0 0.99

2 x Yamaha F15 99.0 99.9 40.5 54.2 4.1 6.0 1.0 0.98

8 x Community WET315-94 104.8 99.9 40.0 56.0 3.2 4.6 1.0 0.99

8 x JBL PRO AM4215/64P 108.9 99.9 39.5 51.5 3.8 5.7 1.0 0.99

8 x Renkus – Heinz STX4–94 115.3 99.9 39.4 50.9 4.8 7.2 1.0 0.99

Figure 5 shows the distribution of the SPL param-
eter for two Community WET315–94 speaker sets lo-
calized at the sides of the stage. Figure 6 shows the dis-
tribution of the LF parameter for the system as above.

Fig. 5. SPL parameter distribution for the Community
central sound system.

Fig. 6. LF parameter distribution for the Community
central sound system.
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According to the simulation results, in all configu-
ration cases the speech intelligibility is excellent, which
is not surprising with the direct sound from the main
sources at the sides of the stage dominating on the
object. Yet, the clarity parameter in music perception
is exceeded (high C80 values). Spatial impressions are
very poor as well, as indicated by the LF and LFC
values of the order of a few percent. The difference is
noticeable only in the case of the SPL parameters, it
is, however, dependent on the parameters of individual
loudspeakers. Consequently, from the analysed config-
urations, the highest SPL values can be achieved using
EAW loudspeakers, and the lowest from Peavey loud-
speakers.

3. Multi-channel sound creation system

in the open area

Numerical simulations of a multi-channel sound
creation system were performed based on the EASE
software.
An open area dimensioned 24 [m]×32 [m] was as-

sumed as the analysed object. For the examined area,
asphalt surface, air temperature 20 [◦C], and humidity
60 [%] were assumed. So, it was an object identical to
that analysed for the central sound systems. The dif-
ference is that the new sound system was used in the
case of the multi-channel sound creation system, com-
posed of the main sources on the stage and additional,
delayed, sources of sound surrounding the auditorium,
and their sound power levels reduced adequately in
relation to the sound power levels of the main sound
sources. The main sound sources are two loudspeakers
placed at the sides of the stage, with 102 [dB] sound
power level each, and the parameters of the additional
sound sources are given in Table 2. A schematic distri-

Table 2. Additional sound sources parameters which
simulate the sound reflected from the walls.

source coordinates sound power delay
number [m] level [dB] [ms]

1 (32.00; 5.20; 1.55) 84.5 88

2 (32.00; 9.05; 1.55) 83.5 104

3 (32.00; 14.95; 1.55) 83.5 104

4 (32.00; 18.80; 1.55) 84.5 88

5 (9.05; 0.00; 1.55) 91.3 40

6 (13.05; 0.00; 1.65) 82.5 110

7 (17.00; 0.00; 1.55) 88.5 55

8 (21.10; 0.00; 1.55) 82.0 118

9 (23.00; 0.00; 1.50) 86.5 70

10 (9.05; 24.00; 1.55) 91.3 40

11 (13.05; 24.00; 1.65) 82.5 110

12 (17.00; 24.00; 1.55) 88.5 55

13 (21.10; 24.00; 1.55) 82.0 118

14 (23.00; 24.00; 1.5) 86.5 70

bution of the sound sources is given in Fig. 7, where I
and II are the main sound sources. The multi-channel
sound creation system described was built based on
the inverse image source method.

Fig. 7. Schematic diagram of the sound sources distribution
for the multi-channel system for sound creation in open
areas (based on the Inverse Image Source Method).

For the object described above in the EASE 4.3
software, the acoustic field was simulated using geo-
metrical methods with taking into account the inter-
ference between individual loudspeakers (“All source
contributions are added first in a complex manner and
then the resulting complex sum squared. This retains
all the phase effects such as cancellations and addi-
tions” (EASE, 2009)).
Mean values of the acoustic parameters described

in the introduction obtained in the area of interest with
the proposed multi-channel sound creation system are
given in Table 3.

Table 3. Mean values of the acoustic parameters achieved in
the reinforced area with the multi-channel sound creation

system (with Visaton BG17 speakers).

system
SPL D C50 C80 LF LFC ALCons

STI[dB] [%] [dB] [dB] [%] [%] [%]

multi-channel
sound creation 76.9 88.3 10.5 15.9 13.1 17.8 1.9 0.83
system

Figure 8 and Fig. 9 present, respectively, the dis-
tribution of SPL and LF parameters in the reinforced
area for the multi-channel system for sound creation
in open areas.
According to the performed simulations, the sound

pressure level in the area of interest is relatively uni-
form – in almost 90 [%] of the area, the SPL differ-
ences are below 6 [dB], speech intelligibility is at a very
good/excellent level, as indicated by the values of Def-
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Fig. 8. Distribution of the SPL parameter in the reinforced
area for the multi-channel system for sound creation in

open areas.

Fig. 9. Distribution of the LF parameter in the reinforced
area for the multi-channel system for sound creation in

open areas.

inition – over 85 [%], C50 – over 10 [dB], STI – over
0.8, ALCons – less than 2 [%]. Clarity in music percep-
tion is also at a satisfactory level, as indicated by the
C80 parameter, and much better than that in the case
of the central sound system. The proposed solution al-
lowed to achieve spatial impression as in rooms, which
is indicated by the LF and LFC values, where over
80 [%] of the area exhibits values of the desired range.

4. Noise outside the reinforced area

As already mentioned, in the case of concerts tak-
ing place in market places, squares etc., the problem
of sound emitted outside the reinforced area emerges.
Particularly, in the case of events lasting several days,
the noise may be very strenuous to persons staying
nearby. Therefore, according to the authors, it is es-
sential to reinforce the sound in open areas in such
a manner so that the sound emitted outside was as
quiet as possible. Therefore, the area dimensioned
84 [m] × 92 [m] in the centre of which the open area
of interest is located (the sound level was analysed in
the area surrounding the object, in the radius exceed-

ing 40 metres) was also analysed. The analysis was per-
formed for two sound reinforcement configurations, the
central sound system for EAW KF750F loudspeakers,
due to the fact that they emitted the highest noise level
within the reinforced area, and for Peavey IMP652S
loudspeakers, since they emitted the lowest noise level,
and the third configuration was the proposed multi-
channel system for sound creation in open areas. Ta-
ble 4 presents the simulation results.

Table 4. Differences between the mean values of SPL pa-
rameter inside and outside the reinforced area for the three

analysed configurations of sound system.

system ∆SPL [dB]

2 x EAW KF750F 11

2 x Peavey IMP652S 10

multi-channel sound creation system 14

Figure 10 presents the distribution of the SPL
parameter outside the reinforced area for the multi-
channel system for sound creation in open areas.

Fig. 10. Distribution of the SPL parameter outside the
reinforced area for the multi-channel system for sound cre-

ation in open areas.

Noticeably, the highest differences between the
mean values of the SPL parameter inside and outside
the reinforced area can be achieved while using the
multi-channel system for sound creation in open areas.
While using the central loudspeakers configuration, the
noise level outside the area is very high and clearly de-
pends on the power output of the installed speakers.
The differences between the values of noise level from
the multi-channel system for sound creation in open
areas and the noise level from the central systems are
of the order of some over twenty decibels with the ad-
vantage of the multi-channel system. Furthermore, it
has to be stressed that for the multi-channel system for
sound creation in open areas the noise level emitted in
the distance of around 40 metres from the reinforced
area is close to the background noise, whereas for the
central system the noise level is from 69 [dB] to even
above 80 [dB].
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5. Summary and conclusions

As the analysis carried out indicates, the proposed
multi-channel system for sound creation in open areas
allows to achieve a relatively uniform sound pressure
level across the area of interest and good/satisfactory
clarity of sound for both music and speech with
a good/very good mark. A considerable improve-
ment of spatial impressions is noticeable after utilis-
ing the multi-channel sound system – when used, the
LF and LFC parameters are within the range rec-
ommended for concert halls. Without the system, the
LF and LFC parameters are of several percent values,
which means they are too low. As it could have been
expected, after introducing additional loudspeaker sets
surrounding the listener, the intelligibility of speech
decreased, but the STI and ALCons parameters prove
that it still remains at a good/very good level.
As a result of analysis performed outside the area,

it can be stated that the use of the proposed multi-
channel system for sound creation in open areas may
allow reduction of the noise emitted outside the area.
In the least favourable case, the reduction is around
20 [dB], whereas in the best case, the reduction may
be even above 35 [dB]. It is of essential importance,
especially considering the fact that for the proposed
system, only within 40 metres from the reinforced area,
the noise level achieved is below 50 [dB], so its value
is close to the background noise level.
To sum up, it should be concluded that the multi-

channel system for sound creation in open areas may
fulfil the objectives assumed, namely, it can create,
within the area of interest, an acoustic field with the
properties close to that of rooms (closed spaces) and,
at the same time, allow to reduce the noise outside
the reinforced area.
The proposed system exists only as a computer

model at the moment. Using some components of the
multi-channel system (Ciesielka, 2009) (e.g. loud-
speakers, amplifiers, signal processors), an attempt was
made to build a true multi-channel system for sound
creation in open areas based on the inverse image
source method. First preliminary studies of this system
in a measured object and results of the measurements
confirm the results obtained through the simulations
(Gołaś et al., 2011).
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In recent years we have interviewed members of the audience after musical performances and asked
them to evaluate the acoustics of the concert halls. A group of ‘music lovers’ (with a high level of musical
training and experience) and ‘acousticians’ (with a wide knowledge of the physical characteristics of sound
transmission) also attended each performance and answered the same questions as the general public.
This group thereby served as a control group when evaluating surveys of the general public. In this paper,
the results obtained when analyzing these control group surveys are presented. This analysis shows that
a common vocabulary exists between music lovers and acousticians when rating a hall, although the
grouping of the questions for each factor depends on the training of the respondents.

Keywords: room acoustics, subjective evaluation.

1. Introduction

The main objective of room acoustics is to study
the behavior of sound within a room. The study of
room acoustics involves finding relationships between
the geometric and acoustic characteristics of a room
or hall using various acoustic parameters. The aim
is to achieve the audition desired by the listener
according to the purpose of the sound. An analysis
of this specialized research requires an understanding
the different ‘techniques’ that each researcher employs
in an attempt to systematize the two approaches
(objective and subjective) used in the study. In recent
years we have interviewed members of the audience
after musical performances and asked them to evaluate
the acoustics of the concert halls. A group of ‘music
lovers’ (with a high level of musical training and
experience) and ‘acousticians’ (with a wide knowledge
of the physical characteristics of sound transmission)
also attended each performance and answered the
same questions as the general public. This group
thereby served as a control group when evaluating
surveys of the general public.
In this paper, we focus on the analysis of the opin-

ion of this control group composed of ‘music lovers’

and ‘acoustic specialists’. Both groups have the capac-
ity to evaluate the acoustics of the halls but they make
their evaluations from two different perspectives: from
a musical perspective or technical training. This is re-
vealed in the differing evaluations of some of the items
in the survey of subjective assessment of the halls that
we used (Gimenez et al., 2011). And, especially in the
relative importance that each group (‘music lovers’ and
‘acoustic specialists’) gives to some items over others.
This differing evaluation of some aspects of the musical
quality of the halls will be highlighted in this work.
Each author in the literature uses different meth-

ods to assess subjective perception. In 1952, Parkin,
Schoeles, and Derbyshire (1952) presented a study
on reverberation times in British halls and included
results of a survey of critics, music teachers, and com-
posers.Blankenship, Fitzgerald, and Lane (1955)
made in 1955 a subjective assessment of halls at the
University of Texas by collecting the responses of archi-
tects, acousticians, and musicians. Beranek published
a book entitled Music, Acoustics and Architecture in
1962 (Beranek, 1962) which provided results from a
large study conducted by the author in the late 1950s
on the quality of acoustics in 54 concert halls through-
out the world using the subjective assessments of mu-
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sicians, directors, and music critics. A list of 18 subjec-
tive effects was presented by Beranek in the conclusion
of his study. Following this work, two major studies
were carried out in which subjects attended a series of
concerts in various halls. Hawkes and Douglas in a 1971
study (Hawkes et al., 1971) asked music students and
professional musicians attending live concerts to com-
plete questionnaires with a set of 16 bipolar scales.
The main result of this study was the definition of a
subset of orthogonal subjective parameters for factor
analysis: reverberance; balance and blend; intimacy;
definition and brilliance. In a 1988 study by Barron
(1988) expert listeners (acoustic consultants) attended
live performances in 11 British concert halls and com-
pleted a survey after each concert. This questionnaire
was shorter than previous studies, but was designed
in the light of findings from earlier studies. The study
concluded that subjects made subjective assessments
from two perspectives: those who prefer reverberation,
and those who prefer intimacy. Barron compared these
results with those obtained in laboratory tests by the
Berlin group (summarized in Cremer et al., 1982).
These results and the absence of musical experts in
their study, led Barron to describe a third preferred
type of subjective assessment that is linked to clarity.
Gade used questionnaires in his research on the acous-
tics of musicians performing on stage (Gade, 1989a;
1989b). He asked a large number of musicians to in-
dicate the items they regard as most important and
the subjective responses were: reverberance; support;
timbre; dynamics; hearing each other; and time delay.
Gade grouped these subjective aspects into ‘soloist’
and ‘ensemble’ concerns. A study by Sotiropoulou,
Hawkes, and Fleming in 1995 (Sotiropoulou et al.,
1995) examined evaluations made by general concert-
goers and used factor analysis to obtain four indepen-
dent subjective factors: body, clarity, tone quality, and
proximity. Cox and Shield made a notable study of the
acoustics of the Royal Festival Hall in 1999 (Cox et
al., 1999) and included a survey of the general public,
comparisons between musicians playing instruments,
as well as comparisons between non-musicians and ex-
perts (after attending many concerts). Unfortunately,
the results only examined one hall.
To conclude this review of research conducted

on subjective assessment using surveys over the last
decade, we find that the most recent works of Beranek
and colleagues (Beranek, 2003; 2008; Hidaka et al.,
2000) are used as the main reference. The main objec-
tive of this study was to obtain a quality ranking for
opera and concert halls.
Many researchers have been making subjective as-

sessments using laboratory tests (Ando, 1977;Choi et
al., 2005; Gilbert et al., 1995; Marmellota, 2010;
Okano, 2002; Schroeder et al., 1974; Yamaguchi,
1972; Zahorik, 2009). These results corroborate and
complement those obtained with questionnaires and

surveys. Published results are more accurate and closer
to reality if they have been verified by various investi-
gators using several experimental approaches (Gade,
2007). These results suggest that the functional effi-
ciency of music halls can be examined from various
points of view: the acoustician, musician, and the gen-
eral public. It may be believed that these views should
match as the joint efforts of architects and acousticians
are intended to effectively satisfy the needs of the musi-
cian and concert-goer (regardless of their knowledge of
acoustics and music). However, this is not necessarily
true because psychological factors that exert a strong
influence on musicians cannot be felt or understood by
acousticians nor general listeners – and vice versa.
Our paper proposes to achieve the following:

• Define the terminology that enables music lovers
to express their assessment of music halls.

• Define the terminology that enables acoustic spe-
cialists to express their assessment of music halls.

• Integrate the contribution of music lovers and
acousticians in a common vocabulary.

For this purpose we assembled a group of experts
composed of ‘music lovers’ from the Conservatory of
Music of Valencia and ‘acoustics’ from the Universitat
Politècnica de València. Assessments of halls through
a survey were compared with those made by concert-
goers attending the performances. The evaluation of
the results of the survey to obtain the ranking of halls
showed that the valuations of the public were similar to
those of the experts but a little less rigorous, which was
perfectly acceptable, and revealed that expert opinion
was consistent with the general public and vice versa.
However, we also noticed a slight variation in the

evaluation of the items in the survey between the two
subgroups that made up the panel. So we decided
to specifically address this issue and investigate these
slight differences in appreciation of the musical quality
between ‘music lovers’ and ‘acousticians’.

2. Methodology

2.1. Subjects

The group of experts was formed of 26 individu-
als: 14 experienced acousticians (architectural acous-
ticians, technical acousticians, consultants, university
lecturers and researchers); and 12 music-lovers who al-
though not experts in acoustics, nevertheless have con-
siderable experience in music and were trained at the
Valencia Music Conservatory.

2.2. Halls

In the Table 1 we show the main typological char-
acteristics of the nine halls in which the expert group
made evaluations.
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Table 1. Main typological characteristics of halls studied.

Hall
Year
built

Shape Use
Seating
capacity

V [m3]
Vol./seat
[m3/per.]

RT(s)

Auditorio
de Ribarroja
(Valencia)

1994 rectangular
theatre, opera,
dance and concerts

783 7830 10 1.79

Auditorio
de Benaguacil
(Valencia)

1960
rectangular,
fan shaped
on two levels

music band
concerts

509 3480 6.9 2.25

L’Auditori
de Torrent
(Valencia)

1997
irregular
hexagonal

conferences,
congresses,

concerts of all types,
opera and dance

606 6430 10.6 1.87

Palau de la Música
de Valencia

1987

central stage
with upper
amphitheater,
side and front
boxes (shoulders)

conferences,
congresses,

concerts of all types,
opera and dance

1817 14700 8.1 2.42

Paraninfo
Universitat
Politècnica
de València

1978 retangular

conferences,
congresses
and soloist

musician concerts;
chamber orchestra
and chorus

385 2700 7 1.3

Teatro La Unión
Musical de Lliria
(Valencia)

1951
(1992)

fan-shaped
on two levels

orchestra and
music band
concerts

967 6287 7.3 1.43

Teatro Principal
de Alicante

1905–1915

italian theatre,
horseshoe shape
and boxes on
different floors

theatrical
representations,
orchestra
and soloist

concerts, opera,
chorus and dance

1102 4539 4.1 1.21

Auditorio
de Castellón

2004
irregular

trapezoidal shape

conferences,
congresses,
concerts of
all types,

opera and dance

1200 14850 12.4 2.43

Basilica de Sant
Jaume Algemesi
(Valencia)

1500–1580
(1985)

rectangular
apsidal nave,
semi-cylindrical
ceiling, side
corridors with
square chapels
and rectangular
hemispheric ceilings

religious events
and organ,
orchestra,

chamber orchestra
and chorus
concerts

640 12144 19 5.07

2.3. Questionnaires

We have verified that the questionnaire is a valid
instrument for evaluating the subjective perception of
listeners in concert halls, and we have found a good
correlation between experts and the public in general;
although there is a slight tendency by the public to
overvalue the acoustic quality of the halls (Hidaka et
al., 2000). Partial results have been discussed in vari-
ous forums (Gimenez et al., 2006a; 2006b). In these
conferences, we have presented evaluations of some
concert halls and an initial analysis of the data us-
ing factor analysis. The small number of surveys made
in previous works has obliged us to use all the results
without distinguishing the three types of listener men-
tioned above. As a result, we have a sufficient database
of responses from ‘music lovers’ and ‘acousticians’ to
present a partial result for these two groups. The ques-

tionnaire for validating the subjective assessment of
the concert halls (Gimenez et al., 2006a; 2006b), con-
tained 58 questions divided into six sections:

Section A: ‘General aspects of the hall’. Background
noise, visibility of the orchestra, comfort of the
seating, architecture and decor, etc.

Section B: ‘Detailed acoustic perception’. Charac-
teristics of the psychoacoustic quality are assessed
in this section.

Section C: ‘Global acoustic perception’ includes
items about the global perception of the orches-
tra, global orchestral balance, and an evaluation
of global acoustic perception in the hall.

Sections D, E and F: ‘Sociological data’, ‘Musical
preferences’ and ‘Commentaries’ include a total
of six questions.
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Table 2. Sections B and C of the questionnaire, adapted to the journal.
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Each item can be rated from 1 to 5 points (corre-
sponding to more or less agreement with the question)
and the value 0 indicates a non-response. This work has
not taken into account the questions in sections A, D,
E and F as these questions are not specifically about a
musical evaluation of the hall and include other collat-
eral aspects such as comfort and decor. In this study,
we have used the 23 questions in section B, as well
as questions c01 and c02 that cover specific aspects of
sound quality assessment (see Table 2).

2.4. Procedure

The group of experts was given set positions
throughout the audience seating area of the halls and
changed positions between acts. In this way, responses
from the two groups corresponded to the same posi-
tions. The surveys were made during the following 14
musical performances (see Table 3).

Table 3. List of concerts. Distribution of experts in the halls.

HALL CONCERT Acousticians Music Lovers

Auditorio de Ribarrroja
(Valencia)

Mozart (The Marriage of Figaro) 5 6

C.M. von Weber (Der Freischütz); Strauss (Don Juan);
Brahms (Symphony No. 2 in D Major)

6 6

Auditorio de Benaguacil
(Valencia)

Bernstein (Divertimento for Orchestra);
R. Miller (The Forest of Tears);
Rimsky-Korsakov (Scheherazade)

6 7

M. Galvez-Taroncher (Night of Sobs);
M. Ohana (Concert for Piano and Orchestra);

Stravinsky (The Firebird)
7 6

L’Auditori de Torrent
(Valencia)

G. Verdi (Rigoletto) 14 12

E. Bermell (Dolores Tormo);
Bernstein (Divertimento for Orchestra);

Gershwin (Rhapsody in Blue);
F.A. Comos (Carmina Gueguel Massmanian Estelles);

J.G. Gomez-Deval (O Camino de Santiago);
M. Gould (Jericho)

8 10

Palau de la Música
de Valencia

Haydn (Symphony “The Miracle”,
Symphony ”Drumroll”)

10 7

Strauss (Parergon zur Symphonia Domestica
for Piano and Orchestra, Op. 73 );

X. Montsalvatge (Short Concert for Piano and Orchestra);
Ravel (Le tombeau de Couperin);
M. de Falla (El Amor Brujo)

8 6

Paraninfo de la Universitat
Politècnica de València

Chopin (Cello Sonata in G minor, Op. 65);
C. Bersgen (Sonata for Flute and Piano);
J. Francaix (Trio for Flute, Cello and Piano);
K. Weill (Five Songs for Voice and Piano)

14 12

Teatro de la Unión Musical
de Lliria, (Valencia)

Beethoven (Symphony No. 1 );
J.A. Valls-Subirats (Concert for Piano and Orchestra);

E. Chabrier (Rhapsody for Orchestra)
13 12

I. Albéniz (Almera); M. Bautista
(Suite Generis for Tuba and Piano);
G. Faure (Dolly Suite Op 56 );
A.von Zemlinsky (Trio);
J. Matitia (The Devil’s Rag)

5 10

Teatro Principal de Alicante
Beethoven (Overture ‘Egmont’);

P. de Sarasate (Bohemian Airs), (Carmen Fantasy);
Tchaikovsky (The Nutcracker Ballet Suite)

13 10

Auditorio de Castellón
Ravel (Alborada del Gracioso), (Tzigane);
C. Saint-Sans (Havanera Op 83 );
I. Albéniz (Five Pieces of Iberia)

8 10

Baslica de Sant Jaume de Algemeśı
(Valencia)

Handel (“The Messiah”) 9 6

2.5. Statistical analysis

The main applications of factor analysis are for re-
ducing the number of variables and detecting struc-
tures in the relationship between the variables. The
factor analysis we carried out consists of extracting
the principal components by analyzing the correlations
matrix for eigenvalues over one. We completed the pro-
cess by rotating the factors using the varimax pro-
cedure. The questions are considered to be included
within a factor when they have the highest rate of cor-
relation in this factor (in absolute value) that exceeds
30%. In this paper we have processed 246 surveys.

3. Results and discussion

Below are the results obtained by data reduction
using factor analysis through the determination of the
main components.
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3.1. Acousticians

We have obtained seven factors that explain 71%
of the total variance. Each factor explains 14%, 12%,
11%, 10%, 9%, 8% and 7%, respectively. We can ob-
serve that some consecutive questions are grouped in
the results from acousticians. This could be a conse-
quence of the fact that the survey was designed by
acousticians, and the nature of the authorship may also
explain why the obtained factors are quite balanced.
However, the groupings of non-consecutive questions
are interesting. Interpretation is always perilous, but
we suggest the following:

Factor 1: (14%). This factor contains questions b72–
b76. It includes the adjectives: exciting, balanced,
strong, pleasant and light. Therefore, we can con-
sider it as a factor of pleasantness. The correlation
factors are between 0.86 and 0.65.

Factor 2: (12%). Questions b51 to b53 evaluate the
subjective dimension of the room, and question
b71 relates to sensations of softness. The correla-
tion factors are between 0.89 and 0.52. This sensa-
tion may depend on the subjective perception of
the ‘size’ of the room, because both impressions
are related with early reflections.

Factor 3: (11%). Questions b43, b64, c01 and c02 are
listed in this factor. The correlation factors are be-
tween 0.90 and 0.52. These are questions related
to the perception of the orchestra, the direction-
ality of the sound, and the presence of high fre-
quencies. We can interpret this factor as relating
to the perception of sound.

Factor 4: (10%). Questions of clarity and the global
perception of the orchestra are included in this
factor (b01, b11, b21). It can be argued that
acousticians analyze an orchestra’s global percep-
tion from the point of view of clarity.

Factor 5: (9%). Questions b41, b42 and b67. The cor-
relation factors are between 0.86 and 0.46. An un-
balanced perception (high or low frequencies pre-
vail) is listed together with the adjective ‘cloudy’.
We can say that imbalance is a masking effect or
caused by a mixture of sounds (lack of balance).

Factor 6: (8%). Questions b61, b65 and b81. The cor-
relation factors are between 0.77 and 0.55. The
determination of an objective parameter that de-
scribes the perception of being enveloped by
sound is a matter that is being researched at the
moment. The grouping of reverberation, warmth,
and the perception of envelopment may assist re-
searchers interested in this topic (see factor 5 for
music lovers).

Factor 7: (7%). Questions b62, b63 and b66. The
correlation factors are between 0.75 and 0.52.
This question corresponds to dry. Intimate (small
room) and clear (separate details of the musical

execution are distinguishable) are grouped in this
final factor. These perceptions can be explained
by a reduced level of sound reverberation.

3.2. Music lovers

We have also obtained seven factors that explain
62% of the total variance. Each factor explains 18%,
8%, 8%, 8%, 7%, 7% and 6%, respectively. In this case,
factor 1 includes ten questions. The following three fac-
tors include three questions, and the last three factors
only include two questions. A possible interpretation
of each factor is:

Factor 1: (18%) This pleasantness factor is simi-
lar to factor 1 for the acousticians (it includes
almost all the questions in that factor), includ-
ing: b43, b63–b66 and b71, b73–b76 (correlation
factors between 0.44 to 0.78). The questions corre-
spond to rating: intimate, live (brilliant), warmth,
clearness, sensation of soft music, balance, high
sonority, pleasantness, and lightness. More char-
acteristics are included for this factor than in the
case of the acoustic survey.

Factor 2: (8%) Questions b11, b67, b72 and c02 (cor-
relation factors between 0.76 to −0.59). A term
appears with negative correlation in this factor.
Next to the cloudy term is the prevalence of high
frequencies and the ease with which the soloist can
be distinguished (negative correlation). Question
c02 enquires as to the perception of a balanced or-
chestra. We named this factor ‘precision of sound’.

Factor 3: (8%) Questions b01, b21, c01 (correlation
factors between 0.73 to 0.57). This factor regards
perception of the orchestra: the ease with which
the orchestra and instruments can be perceived
and the orchestra’s overall force.

Factor 4: (8%) Questions b41, b42, b61 (correlation
factors between 0.81 to 0.57). This factor is simi-
lar to factor five for the acousticians; namely, the
unbalanced perception of high or low frequencies,
and is grouped with ‘reverberance’.

Factor 5: (7%) Questions b52, b81 (correlation fac-
tors of 0.55). The music lovers group feel en-
veloped by the sound. This fact, together with the
observations made for acousticians in factor 6, are
interesting when designing an objective parameter
for envelopment.

Factor 6: (7%) Questions b51, b53 (correlation fac-
tors between 0.77 and 0.67). This factor includes
the perceived ‘size’ of the room for music lovers.

Factor 7: (6%) Questions b43 and b62 (correlation
factor 0.43 and 0.88). The observation that the
sound is equally perceived in all directions is
grouped with dry. It could be argued that iso-
directionality can be valued negatively by music
lovers.
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3.3. The common vocabulary

It can be observed that the same questions appear
in the seven factors found in both groups. However,
the explanation of the variance in the case of acousti-
cians is higher than that of the music lovers and the
distribution of the questions differs. This shows that
differences between acousticians and music lovers are
very significant in the obtained factors. Even if we force
the analysis to obtain just four factors, the differences
between the groups remain the same. However, it is
possible to see that there are factors supporting a sim-
ilar explanation for both groups of subjects. Factors 1
which has been interpreted as a factor of ‘pleasant-
ness’ is common in both cases, as well as being the
main factor (18% for music lovers and 14% for acous-
ticians). The ‘size’ factor also appears in both groups
– but is more important for acousticians (12%) than
for music lovers (7%). There is also a factor of be-
ing enveloped by sound that has similar percentages
(8% and 7%). Finally, the ‘lack of balance’ factor of
the acousticians corresponds to an ‘unbalanced per-
ception’ by the music lovers. However, the perception
of the acousticians includes a group we call sound per-
ception (11%), that compares with the corresponding
factor for the music lovers of the perception of the or-
chestra (8%). Given these similarities, we performed a
factor analysis with the least number of factors that
explain about 50% of the variance and obtained four
factors. Table 4 shows the components obtained in ac-
cordance with the questions studied and their corre-
lations. Each factor explains 19%, 11%, 9%, and 9%,
respectively. We can observe in this case that the con-
tiguous questions are generally grouped together. We
can consider the factors below as a common vocabu-
lary:
Factor 1 (19%): Quality factor about pleasantness.
This factor incorporates the main factor of the
group of acousticians and the music lovers group.
The only question that is not included is b43 that
appeared in F1 for music lovers (low correlation).

Factor 2 (11%): Quality factor about global sound
perception. This factor groups factors 3 and 4
of the acousticians (sound perception and clarity)
and factors 2 and 3 of the music lovers (cloudy
and perception of the orchestra). It also includes
the question b81 about feeling enveloped by the
sound that previously appeared in other factors
(F6 for the acousticians and F5 for the music
lovers).

Factor 3 (9%): Factor about room ‘size’ percep-
tion or subjective room size. This fac-
tor includes factor 2 for the acousticians, for
which it is the second most important fac-
tor, and includes factors 5 and 6 for the mu-
sic lovers (a less important factor for this
group).

Factor 4 (9%): This factor is about balance in fre-
quencies from the musical point of view (rever-
beration included) that corresponds to factor 4 for
the music lovers. It also groups factors 5 and 6 for
the acousticians.

We have used the results obtained to propose a
new grouping of factors for the subjective evaluation of
concert halls. These new factors constitute a common
view of the acoustic quality of concert halls by the
two groups that represent the artistic and technical
traditions of music listening.

Table 4. Questions at each factor in The Common
Vocabulary.

Factor 1 Factor 2 Factor 3 Factor 4

b63. (0.69) b01 (0.67) b51 (0.68) b41 (0.66)

b64. (0.58) b11 (0.67) b52 (0.66) b42 (0.73)

b65. (0.58) b21 (0.66) b53 (0.77) b61 (0.62)

b66. (0.71) b67 (−0.48)

b71. (0.53) b81 (0.45)

b72. (0.56) c01 (0.39)

b73. (0.70) c02 (0.48)

b74. (0.68)

b75. (0.71)

b76. (0.63)

The common language shared between musicians
and acousticians is more similar to the language of mu-
sicians given that factor 1 of the musicians is practi-
cally identical to the common factor 1 for both acous-
ticians and musicians; factor 4 of musicians is identical
to the common factor 4; while the factors 2–3 and 5–6
of the musicians only differ in one question with re-
spect to the common factors 2 and 3, respectively, for
both acousticians and musicians.
For concert halls and opera houses, Beranek

(1996) said that in recent years a common language
of acoustics has been developed that emerges from the
dialogue between musicians and acousticians.
In the literature, field studies into the multi-

dimensional evaluation of auditorium acoustics by
means of subjective surveys were performed with ex-
pert listeners (Hawkes et al., 1971, Barron, 1998;
Beranek, 2003; 2008; Hidaka et al., 2000) and gen-
eral audiences (Sotiropoulou et al., 1995; Cox et
al., 1999). As far as we know, there is no specific work
comparing surveys between music lovers and acousti-
cians. Our results show that differences and similarities
exist between these groups of experts – their general
evaluations of the hall being similar but with each type
of expert focusing on differing aspects.
The order of importance that we have found for

acousticians is: pleasantness, subjective dimension,
perception of the orchestra, clarity, lack of balance,
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envelopment and dry-intimate factor. The order of im-
portance for music lovers is: pleasantness, precision of
sound, perception of orchestra, lack of balance, open-
ness of the hall, perceived size and iso-directionality.
Although the terms that appear are common for sub-
jective evaluations or halls it is worthwhile emphasiz-
ing the inclusion of the subjective dimension (acous-
ticians) and perceived size (music lovers). A similar
result was given by Lokki et al., (2011) in which in-
dividually elicited attributes include factors such as
openness and the width of sound.
However, the results provided by the experts are

more consistent than the results of the general public
(Cox et al., 1999). On further comparing the results
of our two groups of experts (acousticians and music
lovers) it can be seen that the acousticians are the
more consistent of the two groups when consistency is
evaluated with the percentage of explained variance in
the factoral analysis (71% compared to 62%).
All of these differences indicate that the acousti-

cians value the technical aspects by grouping them into
balanced factors; while the music lovers make a group-
ing that includes nearly all of the items in one group
(which therefore has greater weight).
Nevertheless, when a common language is consid-

ered and a set of four factors with 50% of the explained
variance is established, we find that the first two fac-
tors can be considered as factors of overall perception
– while the other two factors, refer to a more detailed
analysis of sound. This twin point of view is apparent
in early works on subjective evaluation (Fischetti et
al., 1992). Moreover, our results agree with the view
presented by Gade, in which the subjective character-
istics are assembled into two groups: ‘soloist’ and ‘en-
semble’ (Gade, 1989a; 1989b). Our results also coin-
cide with the general view of Barron (1988) who con-
siders as important factors: reverberation, intimacy,
and clarity.
Our results can also be compared with those of

Lokki (Lokki et al., 2011). Although Lokki obtains
nine groups of characteristics, given the nearness of
the resulting groups it is possible to make a grouping
of just four: reverberance 1 (size of space); reverber-
ance 2 (envelopment); definition; and a group that in-
cludes size of sound, loudness, separation, distance and
openness (main dimension). These four factors can be
related with the four factors that we have obtained as
below:
• Factor 1. . . . . . . . . . . . . . . . . . . . . Reverberance 2.
• Factor 2. . . . . . . . . . . . . . . . . . . . .Main dimension.
• Factor 3. . . . . . . . . . . . . . . . . . . . . Reverberance 1.
• Factor 4. . . . . . . . . . . . . . . . . . . . . Definition.

4. Conclusions

In this paper we present, using a subjective assess-
ment survey, the qualities of sound perception most

relevant for each group (musicians and acousticians)
where their ratings are similar.
During the past five years we have surveyed a group

of experts listening to performances in various concert
halls in the region of Valencia in Spain. This group
consists of musical and acoustic experts. We present
the results of a factor analysis of the surveys.
The analysis of these surveys reveals varying results

for ‘music lovers’ and ‘acousticians’. While all the ques-
tions can be grouped into seven factors for both groups
– the groupings are nevertheless distinct.
These results imply that educational training is an

important factor in the evaluation of concert halls,
even for expert groups:

• The number of factors – seven – is the same in
both groups, but the group of acoustic experts
shows more variance than the group of music
lovers (71% compared to 62%).

• For the acousticians the first four factors have per-
centages of between 14% and 10%; while for the
music lovers, the first factor with a factor of 18%
is the only one with a value greater than 10%.

• Factor 1 of the acousticians (14%) includes five
questions and factor 1 of the music lovers in-
cludes ten questions. However, there are questions
in common.

• The questions are distributed almost equally (four
or five) between all the factors for the acousti-
cians; while for the music lovers the questions are
encompassed in the first factor.

All of these differences indicate that the acousti-
cians differentiate the technical aspects by grouping
them into factors that contain contiguous questions,
while the music lovers group almost all of the items into
one factor (which therefore acquires greater weight).
This may be caused by the fact that the survey was
mostly designed by acoustic experts.
By analyzing all of the surveys together we have

obtained a common vocabulary for musical and acous-
tic experts. We have found that contiguous questions
are generally grouped together and that four factors
are found and can be interpreted as follows:

• Factor 1: (19%) – quality factor about sound per-
ception.

• Factor 2: (11%) – quality factor about perception
of orchestra.

• Factor 3: (9%) – factor regarding room ‘size’ per-
ception (subjective room size or acoustical inti-
macy).

• Factor 4: (9%) – factor regarding balance in fre-
quencies from the musical point of view (reverber-
ation included).
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The first two factors can be considered as factors
of overall perception; while the other two factors refer
to a more detailed analysis of sound. This common
language between acousticians and music lovers is more
similar to that of the musicians.
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IR spectroscopy, density and ultrasonic velocity measurements have been carried out for aluminum
lithium phosphate glasses with and without MoO3. The observed changes in the FTIR spectra of the
glasses were related to the modifier/former role of molybdenum ions. The results revealed that the density
increases with increasing MoO3 content, which was attributed to the increase in the compactness and
packing of the glass network. The ultrasonic data were analyzed in terms of creation of new bonds of MoO3

attached to phosphate units. The new bonds increased the average crosslink density and the number of
network bonds per unit volume along with a strengthening of the different modes of vibrations which in
its turn increased the ultrasonic velocity, the rigidity and hence the elastic moduli of the glasses.

Keywords: phosphate glasses, IR, density, elastic properties.
PACS: 43.35.Ae, 61.43.Fs, 62.20.Dc, 62.80.f, 78.30.Ly, S10.15.

1. Introduction

Lithium phosphate glasses have been gained great
attention during the last decades due to their wide
range of compositional and structural possibilities. The
low melting and glass transition temperatures, high
electrical conductivity, high thermal expansion coef-
ficient of these glasses enable their use in laser host
matrices, lithium micro-batteries or in electro-optical
systems (Chowdari, 1988; Selvaraj, 1988; Chow-
dari, 1991; Donald, 1993; Proulx, 1994; Jiang,
1998;Hudgens, 1998; Brow, 2000; Campbell, 2000;
Dai, 2002; Sharaf El-Deen, 2008; Cozar et al.,
2008). The physical properties of phosphate glasses can
be improved by introducing alumina, which provides
higher chemical durability, alkali and transition metal
oxides like MoO3 (Bridge et al., 1986; 1987; Chen,
1999; Reis et al., 2002).
It was reported that the network of lithium phos-

phate glasses is a polymeric arrangement of phosphate
groups with variable lengths, and is dominated by link-
ages between PO4 tetrahedra. Addition of Li2O to
P2O5 converts the three-dimensional phosphate net-
work into linear phosphate chains, and changes the
phosphate structural groups from PO4 to PO3 to PO2

to PO as the molar ratio of Li2O/P2O5 passes from

0 to 1, to 2 and to 3. The linear chain structure re-
sults in a cleavage of P–O–P linkages and a creation
of non-bridging oxygens (NBO’s) in the glass (Wells,
1975;Rao, 2002;Prasad, 2005;ElBatal et al., 2008;
Šubčik et al., 2009). On the other hand, the struc-
ture of MoO3-P2O5 glasses were stated to belong to a
group of glasses, which incorporate distorted octahe-
dral structural units [MoO6] or tetrahedral structural
units [MoO4] within the glass network. MoO3 plays
a modifier role upon the addition of MoO3 to P2O5

glasses with ratio <50 mol% by forming non-bridging
oxygens, and a former role when MoO3 > 50 mol%
throughout the complete Mo-P-O range by increasing
the crosslink density of P2O5 (Bridge et al., 1986;
1987; Moustafa et al., 1998).
Introducing molybdenum ions in lithium phosphate

glasses produces some variable interesting electrical
properties which are related to the ability of molybde-
num ions to exist in glasses in three possible valences,
namely Mo3+, Mo5+ and Mo6+ (Bih et al., 2008; El-
Batal et al., 2008; Chowdari et al., 1991). Recently,
it was found that substitution of PbO by MoO3 in
MoO3–PbO-La2O3–P2O5 glasses leads to a polymer-
ization of the phosphate chains by increasing the pack-
ing and the cross link density of the phosphate net-
work (Saddeek, 2011). Accordingly, this work aims
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to extend the available informations of MoO3 in the
environment of the Al2O3-P2O5-Li2O glass system by
using FTIR and ultrasonics to study its availability for
the use in opto-electronic devices in a further work.

2. Experimental procedures

Glass samples with the formula x MoO3-2Al2O3-
68P2O5- 30Li2O with 0 ≤ x < 40 wt% were prepared
by the melt-quenching technique. The starting mate-
rials to obtain these glasses are (NH4)2HPO4, Li2O,
Al2O3 and MoO3 of reagent grade purity. The starting
materials were mixed together by grinding the mix-
ture repeatedly to obtain a fine powder. The mixture
was melted in a porcelain crucible in an electrically
heated furnace under ordinary atmospheric conditions
at a temperature of about 1273 K for 2 h to homog-
enize the melt. The obtained glass samples from the
melt quenching into preheated stainless-steel mould
were heat treated at a temperature of about 20K below
their calorimetric glass transition temperature for 2 h
to remove any internal stresses. The obtained glasses
were lapped and two opposite sides were polished to
be suitable for use in the ultrasonic velocity measure-
ments. Non-parallelism of the two opposite side faces
was less than 0.01◦. The composition given in table 1
refers to the nominal composition (the starting mix-
ture). The glass samples were kept in desiccators to
prevent possible attack by moisture. X-ray diffraction
patterns were recorded to check the amorphous na-
ture of the glass samples using a Philips X-ray diffrac-
tometer PW/1710 with Ni-filtered Cu-Kα radiation
(λ = 1.542 Å) powered at 40 kV and 30 mA. The pat-
terns (not shown) revealed broad humps characteristic
of the amorphous materials and did not reveal discrete
or any sharp peaks.
Infrared (IR) spectra for the glass powder (after

crushing them into powder form) were obtained us-
ing an IR Fourier spectrophotometer type JASCO,
FT/IR–430 (Japan). For this purpose, each sample was
mixed with KBr in the proportion of 1 : 100 (by weight)
for 20 min and pressed into a pellet using a hand press.
At least two spectra for each sample were recorded in
the wavenumber range of 400–2000 cm−1 with a reso-
lution of 4 cm−1, corrected for dark-current noise and
normalized. The resulted spectra were curving fitted
(Proulx et al., 1994) to get quantitative values for
the band areas of heavily overlapped bands. The curve-
fitting procedure is based on a least-squares minimiza-
tion which in its turn involves entering the values of the
wavenumber of the component bands (determined by
using the deconvolution technique) and then a program
determines the best estimate of the parameters of the
component curves. The deconvolution process involves
several steps: computation of an interferogram of the
sample by computing the inverse Fourier-transform of
the spectrum, multiplication of the interferogram by

a smoothing function and by a function consisting of
a Gaussian–Lorentzian band shape and Fourier trans-
formation of the modified interferogram. The decon-
volution procedure is typically repeated iteratively for
best results. At iteration, the line shape is adjusted
in an attempt to provide narrower bands without ex-
cessive distortion. Therefore, each IR spectrum has its
characteristic peak positions.
The density ρ of the glass samples was determined

using the Archimedes technique by applying toluene
as an immersion fluid. At least, three samples of each
glass were used to determine the density. A random er-
ror in the density values was found as ±1%. The molar
volume Vm has been determined as M/D, where M is
the molar weight of the glass. The values of the packing
density (Vt) were calculated as Vt = (1/Vm)

∑
i

Vixi,

where Vi = (4π/3)NA[mR3
A + nR3

O], RA and RO are
the Pauling radii (Å) of ions in the oxide AmOn.
The ultrasonic velocities, longitudinal (νL) and

shear ones (νT ), at room temperature (∼300 K) were
obtained using the pulse-echo method. In this method,
x-cut and y-cut transducers (KARL DEUTSCH) oper-
ated at the fundamental frequency of 4 MHz along with
a digital ultrasonic flaw detector (KARL DEUTSCH
Echograph model 1085) were used. The uncertainty in
the measurement of the ultrasonic velocity is ±10m/s.
Besides the density, two velocities were utilized to
determine two independent second-order elastic con-
stants (SOECs): C11 and C44. For the pure longitudi-
nal waves C11 = ρv2L, and for the pure transverse ones
C44 = ρv2T . The bulk modulus (Ke), Young’s modulus
(Y ), the Debye temperature (θD) and the Poisson’s ra-
tio (σ) may be determined using the standard relations
(Rao, 2002):

σ = 1/2− C44/2(C11 − C44), (1)

Y = 2(1 + σ)C44, (2)

Ke = C11 − 4/3C44 , (3)

θD = (h/k)vD

[
3q ρNA

4πM

]1/3
, (4)

where vD is the mean ultrasonic velocity given by[
1

3

(
1

v3L
+

2

v3T

)]−1/3

, h is the Planck’s constant, NA

is the Avogadro’s number, and k is the Boltzmann’s
constant. The uncertainty in the measurement of the
elastic moduli is ±0.15 GPa.

3. Results and discussion

3.1. Structural analysis

Figure 1 shows the IR spectra of the Al2O–Li2O-
P2O5 glass system with and without MoO3 Figures 2
a–c show the deconvolution of the IR spectrum of the
glasses containing different ratios of MoO3 wt% as an
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example. The main features of the IR spectra of the
studied glasses are four bands at ∼525, ∼745, ∼1088
and ∼1645 cm−1. The presence of MoO3 creates two
additional bands at ∼1268 and ∼1430 cm−1. The com-
mon IR features of these glasses are that the absorption
bands for glasses containing MoO3 become wider, and
their broadening increases with the increasing MoO3

content. Moreover, the absorption bands are strongly
overlapped especially at ∼525 and ∼1000 cm−1. The
position of the absorption band at ∼745 cm−1 was
shifted to a lower wavenumber and its area became de-
creased. Moreover, the absorption band at 1000 cm−1

was shifted to a higher wavenumber.

Fig. 1. Infrared absorption spectra of the glass system
2Al2O3-30Li2O-68P2O5-xMoO3 (0 ≤ x ≤ 40 wt%).

The IR absorption at around 520 cm−1 is at-
tributed to the bending vibrations of the O=P–O link-
ages (Ciceo Lucacel et al., 2009). This band may be
superimposed with the vibrations of the MoO6 struc-
tural units that play a modifier role (Little Flower
et al., 2007). The bands at around 745 cm−1 are as-
signed to asymmetric stretching vibrations of the P–O–
P rings (Moustafa et al., 1998) The bands at around
910 cm−1 are related to P–O–P symmetric stretch-
ing vibrations of bridging oxygen atoms in the P–O–P
bonds (Sudarsan et al., 2004). The band at around
995 cm−1 can be ascribed to symmetric stretching vi-
bration of the PO3−

4 tetrahedra (P–O− ionic group)
(Jastrzebski et al., 2011;Lazarev, 1968;Ciceo Lu-
cacel et al., 2009) This band may be overlapped with
another one ascribed to the Mo-O stretching vibration
in the [MoO4]2− units that play a former role (Šubčik
et al., 2009). The vibrational bands at around 1275
and 1410 cm−1 have been attributed to the asymmetric
stretching of the double bonded oxygen vibrations and
to the symmetric stretching mode of P=O (Sudarsan,

a)

b)

c)

Fig. 2. Band deconvolution of the IR spectrum for 2Al2O3-
30Li2O-68P2O5-xMoO3 glass (0 ≤ x ≤ 40 wt%; a) x = 10,

b) x = 20, c) x = 30

2004; Magdas et al., 2008) In addition to the above
features, there is a small absorption band in the spec-
tra of all glasses at around 1660 cm−1. Such a band
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was attributed to the bending vibrations of O-H bonds
brought by air moisture during the preparation of the
KBr pellets for the infrared measurements (Khafagy,
2001; Boudlich et al., 2002).
Recently, it was reported that in Li2O-P2O5

glasses, the increase of the Li2O content causes the for-
mation of terminal phosphate groups PO2−

3 and an in-
crease in the average length of the P=O bond (Ivascu
et al., 2011). An addition of Al2O3 to lithium phos-
phate glasses causes a shift of the main absorption
bands of the PO4 units to higher wavenumbers. This
shift was attributed to two reasons; the first one is
the formation of P–O–Al bridging bonds connected to
phosphate groups instead of P–O–Li bonds where Al–
O has a higher bond strength than P-O; the second
one is the formation of charge compensation pairs be-
tween Li+ and the aluminum (VI) polyhedra (Brow,
2000; Manupriya, 2009; Lide, 2004). Therefore, as
represented in the studied glass system, as the MoO3

content is increased, for 0 ≤ x ≤ 20 and 20 ≤ x ≤ 40
(wt%) two regions can be formed in the IR spectra as
shown in Fig. 1. The features of the first region are,
a) the intensity of the vibrational bands related to
the phosphate glasses is decreased,

b) the bands due to symmetric stretching vibrations
of P–O–P rings are shifted to a lower wavenumber,

c) the bands due to P–O–P asymmetric stretch-
ing vibrations of the bridging oxygen atoms in
the P–O–P bonds are rapidly shifted to a higher
wavenumber.
These features suggest the modifier role of MoO3 by

breaking up the P–O–P linkages and occupying the po-
sitions between P–O–P layers creating NBOs to form
MoO6 without a change of the number of P=O bonds
the features of the second regions are:
a) the intensity of the illustrated vibrational bands
related to phosphate glasses is increased,

b) the whole of the latter bands are shifted to a
higher wavenumber.
The shift of the bands can be explained by tak-

ing into account the strength of the bands and the
effect of the bond energy of Mo-O. The strength of the
vibrational bands can be attributed to the decrease
in the phosphate chains length, the increasing ratio
of the oxygen atoms to the phosphorus ones (O/P),
and to the bridging of Mo with oxygen atoms to form
[MoO4]2− units which have a former role. In this re-
gion, MoO3 enters the glass network by breaking up
the P–O–P linkages and forming P–O–Mo bonds. Ac-
cordingly, the P=O bond will be converted into bridg-
ing oxygen and the phosphate bonds will be shortened
(Higazy, 1985; Cozar et al., 2006). The overlapping
of the absorption bands in this region confirmed the
formation of shorter bonds, and the value of O/P larger
than 3 confirmed the rupture of P=O bonds. A similar
behavior in tungsten lead phosphate glasses has been
observed (Abid et al., 2002).

3.2. Analysis of the elastic moduli

Table 1 shows the values of the density of MoO3-
Li2O-Al2O3-P2O5 glasses with the different additions
of MoO3. The values of the density of the studied
glasses agree well with that reported elsewhere (Abid,
2002; Montenero, 2004; Cozar et al., 2006). In general,
both the packing of the glass network and the molecu-
lar weight of each contributed oxide affect the density
in the glass system. It is generally accepted that the
density increases when the concentration of the third
component (MoO3) is increased while the ratio of the
other concentrations remain always constant.
On the other hand, the packing density of Li2O,

Al2O3, P2O5 and MoO3 are considered to be 8, 21.5,
34.8 and 21.3 m3mol−1, respectively (Wells, 1975;
Saddeek, 2011). Accordingly, the Mo3+ ions can oc-
cupy an interstitial position in the interstices of the
lithium phosphate network increasing the connectiv-
ity of the structure with further addition of the MoO3

content. Thus, the increase in the density can be re-
lated to the constitution of the glasses rather than to
the type of the structural unit.
As reported earlier, the ultrasonic velocity into a

glassy material depends on the rigidity, cross-link den-
sity and the number of bonds per unit volume of the
structure of the glasses, i.e. a harder material will pro-
duce a higher velocity, whereas a softer material will
produce lower velocity, irrespective of their densities
(Bridge, 1986; Saddeek, 2007; Eraiah et al., 2010).
The variation of the values of the longitudinal and
shear ultrasonic wave velocities with the MoO3 con-
tent is listed in Table 1. The ultrasonic velocities, De-
bye temperature (θD), and the elastic moduli, i.e. the
Young’s modulus (Y ) and bulk modulus (Ke) of the
studied glasses, increase while the Poisson’s ratio de-
creases with the increase of the MoO3 content.
According to the IR analysis, there is some type of

modification of the chemical bonds linked to the phos-
phate structural units with the addition of MoO3 in
the interstices of the lithium phosphate network This
addition creates [MoO4]2− structural units bridging
oxygens and smaller rings of the phosphate groups.
This creation is associated with an increase of O/P
and bridging bonds P-O-Mo that has high bond en-
ergy. These factors contribute to the increase of the
average crosslink density (nc) and to the number of
network bonds per unit volume (nb) of the glass sys-
tem. The average crosslink density and the number of
network bonds per unit volume can be estimated ac-
cording to an earlier work (Higazy et al., 1985). Thus,
the observed increase in the ultrasonic velocity can be
explained by assuming that, Mo3+ enter interstitially
and as a result some type of modification of the P–
O–P, and Li–O–P linkages, which already exist in the
glass, into Mo–O–P, and Li–O–P bonds will occur. The
conversion of these linkages results in an increase in
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Table 1. The density (ρ), packing density (Vt), longitudinal (vL) and shear (vT ) ultrasonic velocities, Debye temperature
(θD), Poisson’s ratio (σ), average cross link density (nc), number of network bonds per unit formula unit (nb), Young’s
modulus (Y ), and the bulk modulus (Ke) of the glass system 2Al2O3-30Li2O-68P2O5-xMoO3 glass (where x = 0, 10, 20,

30 and 40 wt%).

Composition of glass wt% ρ Vt vL vT θD σ nc nb × 1028 Y Ke

Li2O Al2O3 P2O5 MoO3 [kg/m3] – [m/s] [m/s] [K] – – [m3] [GPa] [GPa]

30 2 68 0 3566 0.60 4103 2210 332.2 0.217 2.84 7.11 68.6 35.44

30 2 68 10 3644 0.62 4155.8 2245 341 0.215 2.90 7.31 69.7 35.98

30 2 68 20 3717 0.64 4202 2278 348.7 0.212 2.97 7.54 70.7 36.60

30 2 68 30 3758 0.66 4251.5 2313 358.6 0.209 3.03 7.78 71.9 37.22

30 2 68 40 3805 0.67 4324.1 2355 367.4 0.208 3.10 7.96 73.1 38.26

the packing density, which contract the glass network.
Therefore, the structure of the glass will be strength-
ened and hence the increase of the rigidity will con-
tribute to the increase in the ultrasonic velocity.
In solid materials, the Debye temperature (θD)

plays an important role in the determination of elas-
tic moduli and atomic vibrations. θD represents the
temperature at which all the low frequency ‘lattice’
vibrational modes are excited (Rao, 2002). As a con-
sequence, the Debye temperature, θD, which depends
directly on the mean ultrasonic velocity and on the
atomic vibrations of the lighter structural groups like
phosphates will increase as the MoO3 content in-
creases. The increase in θD can be explained by taking
into account two factors. Firstly, the clear shift of the
vibrational modes in the IR absorption spectra towards
higher frequencies as the MoO3 content increases and
the change in the relative strength of bonds in the glass
network. The bond strength of Li2O, Al2O3, P2O5 and
MoO3 are 77.9, 119.2, 28.2 and 69.8×109 Jm−3 (Lide,
2004). The increase of the bond strength, the rigidity
and the average cross-link density of the studied glasses
decrease the Poisson’s ratio.
The values of the bulk modulus (Ke) and Young’s

modulus (Y ) are listed in Table 1. As discussed be-
fore, addition of MoO3 to the Li2O-Al2O3-P2O5 glass
creates new linkages attached to the phosphate struc-
tural units. These linkages have a high bond energy
and increase both the number of bonds per unit glass
formula unit and the packing density of the glass struc-
ture. On the other hand, the bulk modulus of a cova-
lent network is determined by the bond density (num-
ber of bonds in a unit volume), and by the stretch-
ing force constant. The stretching force constant is
related to the cation field strength of the modifier,
i.e. high field strength cations polarize their environ-
ment strongly and enhance the ion-dipole interaction.
Thus, the increase in the packing density can be at-
tributed to two factors, firstly, the change in the co-
ordination polyhedra of MoO3 from MoO6 to MoO4,
which in its turn change the type of bonding of the
investigated glasses and secondly, the local contrac-

tion of the network around the Mo and Li cations that
have a high-field-strength which polarizes their envi-
ronment strongly and enhances the ion-dipole interac-
tions. However, the elastic moduli are sensitive in a
greater extent to the density of covalent bonds in the
structure, which resist deformation. Therefore, it can
be concluded that the elastic moduli will increase and
these conclusions are in agreement with that reported
earlier (Damodaran, 1989; Sidkey, 2002; Muńoz et
al., 2004; Saddeek et al., 2009).

4. Conclusion

The analysis of IR spectra indicates that the Mo3+

ions are preferentially incorporated into the phosphate
network as former forming the [MoO4]2− units. New
bonds have a high bond strength and bridging oxy-
gens were created. The sound velocities, Debye tem-
perature, and the elastic properties show an increasing
trend with the increase in the MoO3 content. This be-
havior was attributed to the increase of the cross link
density; the number of network bonds per unit volume,
the rigidity as well as the high-field-strength of Mo3+

polarizes their environment strongly.
Further work is required to study the electrical and

optical properties of these materials with and with-
out the radiation effect to improve the use in opto-
electronic devices.
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The paper deals with the problem of acoustic correction in historic opera theatres with the auditorium
layout in the form of a horseshoe with deep underbalcony cavities limited with a semicircular wall surface.
Both geometry of the cavities and excessive sound absorption determine acoustic phenomena registered in
this area of the hall. The problem has been observed in the Theatre of Opera and Ballet in Lviv, Ukraine,
where acoustic tests were carried out, simulation calculations performed, and finally a diffusion panel
worked out designed for the rear wall of the underbalcony space. Acoustic measurements carried out after
installation of the diffusers revealed favourable changes in the sound strength factor G within the range
of medium and high frequencies in the underbalcony and auditorium centre area. By replacing textile
tapestry with diffusion panels, a significant reduction of sound absorption was achieved for the frequency
range above 1 kHz and an increase of uniformity of acoustic parameters registered in the hall. The method
presented in the paper can be applied in historic halls of the similar type as well as contemporary rooms
where there is a need for correction of acoustic flaws related to sound focusing or the echo effect.

Keywords: opera house, Schroeder diffuser, Lviv, underbalcony, horseshoe plan, focusing, scattering.

1. Introduction

Period opera theatre houses on a horseshoe plan
also contemporarily maintain their special position as
outstandingly fine interiors. Such halls offer the sense
of closeness of the sound source and good eye contact
among the audience. Large number of boxes and sump-
tuous decor contribute to better sound diffusion on one
hand, but increase acoustic absorption on the other re-
sulting frequently in excessive reduction of the rever-
beration time. Another problem encountered in halls
of that type consists in transferring the first reflection
of the sound from walls, that in many cases are fully
occupied by boxes. Other elements difficult for both an
architect and an acoustician are underbalcony cavities
situated by the hall’s rear wall with concave geom-
etry. Unfavourable dimensions of the cavity, acoustic
absorption of the wall tapestry and chair upholstery
as well as sound focusing effect of the rear wall result
in deterioration of subjective reception of both music
and speech.
A complex of unfavourable acoustic phenomena oc-

curring in underbalcony areas of theatres with layout
in the form of a horseshoe induced the present au-

thor to undertake studies on possible ways to over-
come the difficulty. The issues reported in this pa-
per are based on acoustic simulation and experimen-
tal studies carried out in connection with rehabilita-
tion of the Lviv Theatre of Opera and Ballet started
in 2008 (Kamisiński et al., 2009) (Fig. 1). Installa-
tion of Schroeder diffusers on the rear semicircular un-
derbalcony wall of the house in May 2012 constituted

Fig. 1. An overall view of the Opera House in Lviv.
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a crowning of the planned acoustic correction of the
interior.
The Salomea Kruszelnicka Lviv State Academic

Theatre of Opera and Ballet designed by Zygmunt
Gorgolewski has been erected in the year 1900. The
Opera’s auditorium has the volume of 5,500 m3 and
998 seats (of which 404 in stalls and 576 in boxes), re-
sulting in the space volume of 4.69 m3 per person with
the stage volume of 10,700 m3 and orchestra pit volume
of about 100 m3. The research work on and analysis of
the Opera House’s acoustic parameters and materials
carried out by the present author revealed that in the
underbalcony space there was excessive sound atten-
uation in the range of higher frequencies. In order to
improve audition conditions it has been decided that
the quantity of sound-absorbing element would be re-
duced by a change of finish of the rear wall under the
balcony.
Reduction of sound absorption introduced by the

rear wall results in more acoustic energy being re-
flected and directed back to spectators. In theatres
constructed on a horseshoe plan, the rear wall is con-
cave in most cases with the focal point located in the
region of the hall centre (Iannace, Ianniello, 2008).
Therefore application of a reflective material would re-
sult in intensified focusing of sound reflected from the
rear wall and consequently, arising of acoustic faults
such as coloration in the auditory centre or an echo on
the stage and in the front portion of the auditorium
area (Gołaś, Suder–Dębska, 2008).
An example of the use of Schroeder diffuser in

a concert interior of historic interest is the Carnegie
Hall in New York (Fig. 2). On the rear flat wall, the
diffuser was installed in order to reduce echo heard on
the stage (Cox, D’Antonio, 2003).

Fig. 2. Schroeder diffusers (QRDs) applied to the rear wall
of Carnegie Hall to prevent echoes.

Figure 3 shows a view of the underbalcony space
in the Lviv Opera House hall before installation of dif-
fusion panels. In this case, it has been decided that
the diffuser would be installed on a semicircular wall
which would allow to test the function of the structure
in different geometrical situations.

Fig. 3. A view of semicircular underbalcony space in Lviv
Opera House before installation of diffusion panels.

2. Numerical simulations

In order to evaluate the effect of the diffusing struc-
ture planned to be installed on the hall’s rear wall,
computer simulations were carried out for distribu-
tions of acoustic parameters in this area. The numer-
ical model was implemented in CATT-Acoustic pro-
gram with the use of geometrical data characterising
the hall and results obtained from laboratory tests of
decor materials (upholstery, tapestries, lambrequins)
(Kamisiński et al., 2010b). Validation of the model
was based on the measured acoustic parameters of
the interior before installation of the diffusion pan-
els. The numerical simulations were carried out for
situations without the diffuser and for the conditions
taking into account the sound absorption and diffu-
sion parameters of the diffuser’s prototype measured
by means of the laboratory method.
Results of both simulations are presented in

Figs. 4a and 4b. To illustrate the effect of the
planned adaptation, the parameter known as the sound
strength G was selected, defined by means of formula
(Kulowski, 2011):

G = 10 log

∞∫

0

p2(t)dt

∞∫

0

p2
10
(t)dt

(1)

where p(t) is the impulse response (acoustic pressure
as a function of time) and p10 – the impulse response
in free field at distance of 10 m from a sound source
with the same acoustic power as the source used in the
measurements.
Parameters Gmid and G4 kHz used further in this

paper refer to the octave frequency bands for which
the calculations were carried out, 0.5–1 kHz and 4 kHz,
respectively.
The performed analyses of distribution of the sound

strength G revealed that in the area close to the
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a)

G [dB] sum (A)

(125-4k)

b)

G [dB] sum (A)

(125-4k)

Fig. 4. The forecasted distribution of G values under the
balcony in the hall’s stalls: a) wall with tapestry; b) wall

with the diffuser.

hall centre a decrease of value of the indicator oc-
curred after installation of the diffuser in the un-
derbalcony cavity, but distribution of the parameter
has clearly gained in evenness as a result of occur-
rence of diffused reflections. Based on the observation
one can conclude that introduction of sound diffus-
ing element onto the rear wall will cause reduction of
the sound focusing phenomena in this area and have
a positive effect on audition qualities. Much better
results should be expected when observing the sim-
ulated parameters for frequencies above 1 kHz, as in
this very range the sound absorption is being reduced,
and diffusion increased (Fig. 4). When interpreting
the plots, one should also bear in mind the limita-
tions of the ray method used by CATT-Acoustic pro-
gram.
Figure 5 shows the forecasted distribution of C80

parameter under the balcony on the hall’s stalls for:
(a) the back wall with textile tapestry; (b) the same
wall with Schroeder diffuser. The parameter, known

as the clarity and expressed in dB, is defined as
(Miśkiewicz et al., 2012):

C80 = 10 log

T∫

0

p2(t)dt

∞∫

T

p2(t)dt

, (2)

where T (80 ms) is the time elapsed after arrival of the
direct sound.
Analysis of simulation shows (Fig. 5) that the use

of the diffuser will result in an increase of the sound
clarity C80 in last rows of the stalls.
Figure 6 shows the comparison of sound absorption

coefficient values for textile tapestry and the diffusion
panel.
According to the adopted assumptions, a solution

that will allow to avoid the effect consists in application

a)

C-80 [dB] sum (A) (smoothed)

(125-4k)

b)

C-80 [dB] sum (A) (smoothed)

(125-4k)

Fig. 5. Forecasted distribution of C80 values under the bal-
cony in the hall’s stalls: a) wall with tapestry; b) wall with

the diffuser.
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Fig. 6. Comparison of sound absorption coefficient values
for textile tapestry and the diffusion panel.

of sound diffusing structures (Figs. 7 and 8) thanks to
which the sound wave incident onto the wall will be
diffused uniformly in all directions (Kamisiński et al.,
2010a).

Fig. 7. Cross-section of the diffusion panel.

Fig. 8. The sound scattering coefficient s of the diffusion
panel determined according to ISO 17497-1 (2004).

In Fig. 8, the lower f0 and the upper fg limit fre-
quencies for sound diffusing effect of the examined
structure are marked. It is assumed that the struc-
ture has the capacity to redirect the sound starting
from frequency equalling 0.5 f0 (Cox, D’Antonio,

2004). The design frequency f0 is determined by the
maximum depth of the diffuser. In the Opera House
there was a very limited space designed for the dif-
fuser, therefore it was very difficult to lower f0. What is
more, as indicated by (Pilch, Kamisiński, 2011), the
higher deep-to-width ratio of one well of diffuser, the
bigger sound absorption of the entire structure in low
and mid frequency range. Consequently it was impossi-
ble to increase the range of effective diffusion of panels
without interference with the reverberation time of the
hall.

3. The follow-up tests in the Opera House

Repeated examination of the Opera House hall’s
acoustic parameters carried out, according to the pre-
determined methodology, before and after installation
of the structure on the rear wall, was used for verifica-
tion of the implemented system. To increase precision
of the analysis of acoustic phenomena occurring in lo-
cations where main changes were forecasted, the grid
of measurement points has been condensed in the area
under the balcony in the centre of the Opera’s stalls
(Fig. 9).

Fig. 9. Distribution of measurement points in the hall’s
stalls.

Figure 10 shows a view of semicircular back wall
of the underbalcony space in the Lviv Opera House
after installation of diffusion panels in the course of
verification measurements.

Fig. 10. A view of the semicircular back wall behind the un-
derbalcony space in the Lviv Opera House after installation

of diffusion panels.
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A comprehensive review of the measured acoustic
parameters of the hall revealed that the parameters
showing the highest sensitivity to introduction of the
structure were the sound strength factors Gmid and
G4 kHz. The following Figs. 11 and 12 show distribution
of the parameters on the auditorium’s stalls surface.

Fig. 11. Distribution of the sound strength Gmid increase
after installation of the diffuser.

Fig. 12. Distribution of the sound strength factor G4 kHz
increase after installation of the diffuser.

After application of the diffuser on the rear wall,
one can observe a slight increase of value of the sound
strength factor Gmid in the underbalcony area, while
in the central part of the hall, values of the parameter
have been reduced.
Values of the G4 kHz parameter, as shown in the

figure above, are subject to distinct decrease in the
central part of the hall, and locally increased as a result
of providing the semicircular wall with the diffuser.
Analysis of the sound clarity index C80 for the

4 kHz has revealed (Fig. 13) that as a result of in-
stallation of the diffuser, values of the parameter sig-
nificantly decreased on the hall’s axis.

Fig. 13. Distribution of the sound clarity index C80 4 kHz
increase after installation of the diffuser.

G80 4 kHz (the early sound strength) and GL 4 kHz
(the late sound strength) for 4 kHz were also inves-
tigated. On the basis of measurement before and af-
ter installation of the diffuser (Fig. 14), it can be said
that the sound strength is changed mainly in the early
part, as G80 4 kHz is very similar to G4 kHz. GL 4 kHz dis-
tribution is very regular and reveals an about 0.7 dB
increase for the whole stalls surface.

a)

b)

Fig. 14. Distribution of differences of sound strength
factors: a) G80 4 kHz and b) GL 4 kHz.

4. Summary

The analysis of acoustic parameters of the Lviv
Opera House hall measured before and after installa-
tion of the diffuser has shown that the best parameters
allowing for observation of the discussed structure’s ef-
fect were the sound strength values Gmid and G4 kHz.
To this end, interpolated distributions of measured val-
ues of the parameters over the stalls area were worked
out. Parameters Gmid and G4 kHz are presented in the
form of difference of values observed before and after
installation of the diffuser (Figs. 11 and 12).
According to the generally observed regularity,

value of the sound strength factor Gmid decreases with
increasing distance to the sound source. On the other
hand, in the central part of the hall, some increase
of the parameter values can be observed caused by
sound focusing effect of the back wall’s concave sur-
face. After installation of the diffusing structure, the
effect has been reduced, as confirmed by the measured
values of the sound strength factor and the distribu-
tion of increase in Gmid (Fig. 11). The observed change
occurs for frequencies 500 and 1 kHz, i.e. below the
frequency for which the designed diffusion panel effec-
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tively diffuses the sound. Analysing absorption char-
acteristics of the textile tapestry and the diffusing
structure (Fig. 6) it can be found that below the fre-
quency of 1 kHz, the diffuser is characterised with the
sound absorption coefficient higher than this of the
tapestry. As a result, after installation of the diffuser,
a portion of energy is absorbed and does not come
back to the auditorium. Above 1 kHz, sound diffusion
starts to manifest itself with low absorption, giving the
acoustic energy back to the hall in a way ensuring its
uniform distribution. The phenomenon has been con-
firmed by means of analogous observation of the pa-
rameter G4 kHz that more clearly depicts the effect of
the diffuser on the hall’s acoustic field.
The performed research work revealed that signif-

icant changes in acoustic parameters occur for early
reflections of waves incoming within the time interval
of 80 ms, as can be seen from distribution of parame-
ters G80 and C80 (Fig. 13). Its effect in later instants
of time is not noticeable, as can be found based on
analysis of the factor GL (Fig. 14b).
Considering the function that the applied diffuser

has accomplished in the hall’s space one can claim on
the grounds of the obtained results of the study that
the range of its effect encompasses the seats under
the balcony situated in front of the diffuser and the
seats in the centre of the stalls. These are the regions
of old opera houses constructed typically on a horse-
shoe plan where significant unevenness in distribution
of acoustic parameters is observed as a result of con-
cave shape of the rear wall. The use of the Schroeder
diffuser allows to eliminate at least some of the related
flaws.
It is worth mentioning that despite some earlier

fears, the technocratic design of the Schroeder diffuser,
after careful selection of the colour scheme, has ul-
timately won the acceptance of both the artistic mi-
lieu and the heritage conservation supervising autho-
rities.
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The issue of auditory segregation of simultaneous sound sources has been addressed in speech research
but was given less attention in musical acoustics. In perception of concurrent speech, or speech with
noise, the operation of time-frequency masking was often used as a research tool. In this work, an ex-
tension of time-frequency masking, leading to the removal of spectro-temporal overlap between sound
sources, was applied to musical instruments playing together. The perception of the original mixture was
compared with the perception of the same mixture with all spectral overlap electronically removed. Ex-
periments differed in the method of listening (headphones or a loudspeaker), sets of instruments mixed,
and populations of participants. The main findings were: (i) in one of the experimental conditions the re-
moval of spectro-temporal overlap was imperceptible, (ii) perception of the effect increased when removal
of spectro-temporal overlap was performed in larger time-frequency regions rather than in small ones,
(iii) perception of the effect decreased in loudspeaker listening. The results support both the multiple
looks hypothesis and the “glimpsing” hypothesis known from speech perception.

Keywords: sound segregation, spectral overlap, spectrogram, auditory scene analysis, time-frequency
mask, multiple looks, glimpses.

1. Introduction

The auditory system’s mechanisms for extracting
sounds from separate sources rely on spatial, time and
spectral parameters. It is well known that the seg-
regation task becomes more difficult when spectro-
temporal patterns of sounds overlap. Investigation on
how the ear copes with overlapping sounds is a diffi-
cult task, as it involves: non-linear addition of mask-
ing, a sort of central masking called informational
masking, illusion of continuity, binaural hearing and
mechanisms collectively referred to as Auditory Scene
Analysis (ASA) (Bregman, 1990). The segregation
of overlapping sounds, besides ASA, has been investi-
gated within research on speech perception. In ASA an
analysis-synthesis process is assumed, where the acous-
tic scene is first decomposed into a set of segments,
which are then grouped to form coherent and indepen-
dent streams in a synthesis process.
Attempts have been made towards segregation of

sounds by computational means. They are collectively
referred to as Computational Auditory Stream Analy-
sis (CASA, for a review, seeWang and Brown, 2006).

An often used computational paradigm in CASA is
to estimate time-frequency (t-f) mask, where “mask”
denotes the operation of applying a mask. Masks are
applied to spectrograms of mixed sounds. If the value
of 1 is applied for a t-f unit in which the target en-
ergy is stronger than the total interference energy, and
the value of 0 otherwise, the mask is called ideal binary
mask (Wang, Brown, 2006; Brungart et al., 2009).
Auditory segregation of overlapping sounds when

the sources are musical instruments was given less at-
tention, and concentrated on analysing sequences of
pitches (Bregman, 1990). Kelly and Tew (2002,
2003) applied the operation of masking with coeffi-
cients varying from 0 to 1 to two musical instruments
in a binaural recording. Their main finding was that it
was possible to remove the weaker signal in a partic-
ular t-f location only if its level was lower by at least
15 dB, and no perceptible degradation of the signal
should occur. In research on speech perception, includ-
ing the applications of CASA, the speaker is a target
and the background (typically noise) is a masker. In
the case of the cocktail party effect one voice is a target
and the others are a collective masker. Investigation on
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segregation of musical instruments requires a different
approach: contributions of individual instruments (or
at least their groups) are all targets. Another problem
in approaching segregation in musical acoustics is that
it is difficult to construct stimuli so that perception is
quantifiable.
This author has developed an appropriate modi-

fication of binary t-f masking, where all spectro-tem-
poral overlapping between all individual sound sources
is removed. This processing algorithm removes most
of the energetic masking between individual sound
sources. That property of signals changes conditions
of segregation for the ear so it may have perceptual
implications and is worth investigation. It has been
applied both to musical instruments playing together
(Kleczkowski, 2005, 2008) and to monaural mixes of
multiple talkers (Kleczkowski, Pluta, 2012). The
earlier works reported qualitative perceptual proper-
ties of this operation, while the latter showed that it
did not change the rate of understanding of concurrent
speech. The aim of this paper is to find basic quantifi-
able properties of this operation when performed on
musical instruments playing together.
The removal of spectro-temporal overlap (RSO)

is substantially different from removal of elements of
sounds resulting from algorithms of lossy compression
of audio signals. The RSO algorithm operates on sep-
arate sound sources, while compression techniques op-
erate on the mixed signal. It can also be easily shown,
that considerably more energy is removed from sounds
with RSO than with lossy compression.
There were four objectives of this work: (i) to mea-

sure the perceptual difference between the natural and
the spectrally non-overlapping presentations of musical
instruments playing together, (ii) to evaluate the effect
of the average size of t-f regions where overlapping is
eliminated on this difference, (iii) to evaluate the re-
lation between the perceived difference and the ratio
of retained sound to removed sound, in terms of both
energy and t-f surface, and (iv) to investigate whether
the multiple looks and glimpses hypotheses also hold
for perception of musical instruments and if so, to
obtain any assessment of the size of “glimpses”. The
multiple-looks hypothesis (Viemeister, Wakefield,
1991) postulates that the ear is capable of integrat-
ing auditory percepts from small elements scattered in
time. This hypothesis was confirmed within research on
speech perception, and extended to the time-frequency
domain, where the ear is supposed to analyse scat-
tered spectro-temporal components of sounds (referred
to as “glimpses”) to perform segregation (Howard–
Jones, Rosen, 1993a, 1993b;Cooke, 2006; Barker,
Cooke, 2007; Lu, Cooke, 2008).
In experiment 1, listeners compared original mixes

of musical instruments with their RSO versions in
a psychophysical experiment over the headphones. The
aim of experiment 2 was to test how the stimuli of ex-

periment 1 were perceived in loudspeaker presentation,
i.e. in settings typically encountered when listening to
music.

2. Processing and stimuli

2.1. Implementation of the removal

of spectro-temporal overlap

In the rest of this paper, a single and smallest pos-
sible element of a t-f distribution will be referred to as
a “cell”, while a group of neighbouring cells is referred
to as a “region”.
To remove spectro-temporal overlap between sound

sources their separate acoustic signals are needed. Af-
ter the t-f distributions (spectrograms) of all input sig-
nals are obtained, the spectrograms are compared cell
by cell, and in each cell the signal characterised by the
highest value of amplitude is chosen

|F |k,n,out = max
{
|F |k,n,1 , |F |k,n,2 , ... |F |k,n,p

}
, (1)

where F is a t-f coefficient, k is the index of a fre-
quency bin, n is the index of a time frame, p is the
number of acoustic sources, and “out” denotes an out-
put t-f signal. The argument of the modulus function
on the left is passed to the output t-f signal. The op-
eration in (1) was performed by a simple algorithm for
finding the maximum element in a set. Cells belonging
to other sounds in that t-f location were not passed to
the output signal.
The operation in (1) is a “winner takes all” com-

petition that takes place in each t-f cell, i.e. between
contributions from all sound sources. An example of
the occupancy map in the t-f plane resulting from RSO
processing of two musical signals is presented in Fig. 1.
As can be seen in this figure, the RSO results in a par-
tition of the spectrogram of the mixed signal: some
cells or regions contain only the contribution of one
instrument, while the others only the contribution of
the other one. There is no cell containing both contri-
butions, thus there is no t-f overlap of sound sources.
The t-f analysis/synthesis method used was based

on the Modified Discrete Cosine Transform (Malvar,
1992; Kleczkowski, 2002) – a perfectly invertible
block t-f transform. A custom software for the entire
procedure was written by the author in C.
Due to the properties of block transforms, the sizes

of t-f cells had to follow a fixed grid. The duration of
the individual t-f cell and its related bandwidth was
chosen at 11.6 ms/43.06 Hz, with reasonable alterna-
tives of 5.8 ms/86.12 Hz or 23.2 ms/21.53 Hz. The
chosen size was a compromise between the duration of
the auditory “time window”, estimated by Moore et
al. (1988) at around 8.3 ms at 500 Hz and 8 ms at
2000 Hz, and the frequency width of a t-f cell. The
latter should be substantially narrower than a local
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Fig. 1. The map of occupation of t-f cells after performing
RSO operation according to (1) on spectrograms of two si-
multaneously playing instruments: drums and a synthesizer
(“dr-sn” set in Table 1) . Black indicates all t-f cells where
the synthesizer “won the competition”, i.e. its amplitude
was bigger that that of the drums. In the re-synthesized
RSO mix, all t-f cells marked black in this figure contain
only the contribution of the synthesizer. White indicates
the opposite situation (amplitude of drums was bigger of
the two). The map shows a 1.7 s long excerpt used in exper-
iment 1. The frequency axis is limited to 11 kHz in order

to increase the vertical resolution of the plot.

critical band (CB), even for lowest frequencies. With
the first alternative, the bandwidth in low frequencies
(86.12 Hz) would be close to one CB.
As can be seen in Fig. 1, a considerable part of the

t-f occupancy map is covered by small scattered t-f re-
gions, often consisting of a single t-f cell. By smooth-
ing operations the average size of the t-f region can
be made bigger. One of the objectives of this work (ii)
was to investigate the relation between this size and
perception of RSO. Therefore two modes of process-
ing were used. The first will be referred to as indi-
vidual cells mode: t-f regions are identical to t-f cells.
The other mode, referred to as clustered cells mode,
involved clustering of individual t-f cells into larger re-
gions. Clustering was performed on individual spec-
trograms, prior to operation (1). It was based on local
concentration of t-f energy. Clusters were formed as the
result of two-dimensional averaging over the dimen-
sions of time and frequency. Due to stochastic nature
of this process clusters had no fixed dimensions nor did
they always form compact shapes in the plane, but the
number of small scattered regions or individual cells
was considerably reduced. After clustering the RSO
algorithm worked the same way as in individual cells
mode using (1), just rendering occupancy maps that
were smoother. More details on clustering are given in
(Kleczkowski, 2008). Figure 1 shows an example of
RSO mix in individual cells mode, while Fig. 2 shows
the same mix in clustered cells mode. Two modes of
RSO processing presented above also serve objective

(iv) of this paper, i.e. the assessment of the size of
“glimpses” in time and frequency.

Fig. 2. The map of occupation of t-f regions by the same
instruments as in Fig. 1 (the synthesizer – black, drums –

white), after RSO in clustered cells mode.

2.2. Stimuli

The sound sources chosen for experiments were pro-
fessional recordings of musical instruments: bass, two
guitars (recorded in one track), drums, synthesizer and
saxophone playing the same fragment of a pop-jazz
piece. An excerpt lasting 7 s was chosen. Monophonic
tracks (16 bits, 44.1 kHz) containing individual instru-
ments were mixed in 12 combinations. The bass was
included only in the mix of all five instruments, as it
occupied the low end of the spectrum, with little spec-
tral overlap with other instruments. Mixes included all
possible combinations of two and three instruments,
bass being excluded. Prior to mixing, the relative lev-
els of all instruments were adjusted by a professional
audio engineer, so that an appropriate balance of in-
struments was obtained. Figure 3 presents the t-f oc-

Fig. 3. The map of occupation of t-f regions by the sounds
of drums – white, bass – light grey, the saxophone – grey,
the synthesizer – dark grey, and guitars – black, i.e. the
complete band (“all 5” set), after RSO in clustered cells

mode.
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cupancy map of the RSO mix of all five instruments,
further referred to as “all 5”, used in the experiment
in the clustered cells mode.
For each of 12 sets of instruments, three stimuli

were prepared: (I) the original mix, obtained by con-
verting the original tracks to the t-f domain and mix-
ing them in that domain to control for possible effects
introduced by t-f processing, (II) RSO mix in the indi-
vidual cells mode, (III) RSO mix in the clustered cells
mode. Since RSO processing reduces the energy of all
sound sources, stimuli (II) and (III) were normalised
to have an RMS value equal to that of (I). The stimuli
were also normalized across all sets.
Table 1 lists all stimuli used with their percentage

of energy and t-f area retained after RSO. All stimuli
were monaural. Examples of maps of occupation of the
t-f plane are presented in Figs. 1 to 3. These figures
show a 1.7 s long excerpt used in experiment 1. The
frequency axis is limited to 11 kHz in order to increase
the vertical resolution of the plot.

Table 1. Sets of instruments used as stimuli and their re-
spective percentages of energy and efficient area retained
in the mix after RSO. Energy and area values are aver-
aged over instruments in the set. Symbols: b – bass, g –
guitars, dr – drums, sn – synthesizer, sx – saxophone, IC –

individual cells, CC – clustered cells.

Set
of instruments

% energy retained % area retained

IC CC IC CC

dr-g 86.9 78.4 63.8 70.3

g-sx 87.7 82.5 70.5 64.2

dr-sx 88.8 83.6 60.3 65.5

dr-g-sx 79.3 70.5 46.1 49.7

sn-sx 83.8 79.1 65.9 61.2

dr-sn 85.8 82.2 62.9 67.9

dr-g-sn-sx 67.3 58.8 36.8 38.6

dr-sn-sx 76.7 70.5 45.1 46.8

dr-g-sn 71.5 63.9 46.8 50.3

g-sn 76.1 70.7 66.7 61.7

all 5 68.3 61.7 31.9 33.5

g-sn-sx 71.2 64.3 51.9 45.5

The percentage of energy retained was computed
separately for each of the instruments in each of the
stimuli. The values presented are means over all in-
struments in a given stimulus. The percentages of area
retained were computed according to a similar rule. In
the calculation of energy retained, all coefficients of the
t-f distribution of a given instrument contributed to
the calculation of the proportion’s denominator. This
method was considered improper for the calculation
of area, since a considerable number of t-f coefficients
of each instrument contained only background noise.
Their effect was negligible in the calculation of energy,

but would introduce a bias in the calculation of area.
Therefore a threshold was set for a t-f coefficient to be
included in the denominator: |F | ≥ 0.0003 ·max{|F |}.
This threshold corresponded to −70 dB relative to the
coefficient with the highest value, an approximation of
the signal-to-noise ratio in the recording process. The
coefficients thus selected contained about 99% of the
energy of an instrument, and the corresponding area
will be referred to as the effective area. The percentage
of t-f area computed in this study is similar to the “visi-
bility” parameter used by Barker andCooke (2007),
except that in the latter no correction for background
noise was included.
It can be noticed in Table 1, that the least area

retained is for the “all 5” set, and “dr-g-sn-sx” (four
instruments) comes next. This can be easily explained:
the effect of RSO is that the t-f plane has to be di-
vided between competing sound sources. The more
sources, the less average area remains available for each
of them. This is less noticeable for energy, as each in-
strument has its own energy.
All stimuli were generated offline on a PC. They

were stored as audio files at 16 bits, 44.1 kHz resolu-
tion.

3. Experiment 1

3.1. Choice of stimuli

A pilot test for this experiment participated by ex-
pert listeners showed that the perceptual difference be-
tween original mixes and RSO mixes increased sub-
stantially in the clustered cells mode. It also tended
to increase with the number of instruments mixed i.e.
with the reduction of energy and t-f area retained in
RSO mixes (cf. Table 1, that has been ordered accord-
ing to results of the pilot test). Two sets were chosen
for experiment 1: “all 5” for its lowest values of en-
ergy and area retained in RSO mix, and “sn-sx”, as
its overall RSO detectability was medium while the
discrepancy between its results for the individual and
clustered cells modes was high. Out of the original 7 s
long excerpt, a shorter 1.7 s long excerpt was used
in experiment 1, as a compromise between eliminat-
ing memory-related aspects of the experiment and the
length required to assess a musical material.

3.2. Subjects

Nineteen subjects aged 20-22, all of them students
of the Acoustic Engineering course at the AGH Uni-
versity of Science and Technology, participated in this
experiment. All listeners had normal hearing defined as
thresholds within 20 dB of nominal at octave frequen-
cies from 250 through 8000 Hz. The thresholds were
measured by Békésy audiometry using headphones. All
had at least some experience in psychoacoustics tests.
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3.3. Experimental setup

Stimuli were played out from a PC netbook through
a M-Audio Fast Track Pro USB audio interface. They
were presented to the subject through Beyerdynamic
DT 770 Pro closed headphones. Stimuli were mono-
phonic but the presentation was diotic, as the listeners
found monaural presentation tiring. An attempt to set
a common level failed as some listeners found it too
low or too high. The presentation level was set indi-
vidually to a level that was comfortable for each lis-
tener during a practice session. The starting level was
75 dB SPL and the adjustment range allowed did not
exceed ±6 dB. The listeners were seated in a sound
isolated room fitted with sound absorbing material.
The screen of a notebook PC contained control but-
tons to play/stop stimuli and to give answers. The
software was developed by dr Marek Pluta of AGH
University.

3.4. Experimental procedure

The same–different task was used, in 1AFC (One
Alternative, Forced Choice) mode (Kingdom, Prins,
2010). Each trial consisted of a pair of stimuli: the
original mix and the RSO mix, in random order, or
two identical stimuli. They were separated by a pause
of 200 ms. The subjects’ task was to press one of
two keys on a PC screen: “same” or “different”. Feed-
back was given after each trial, i.e. the subject was
informed in the computer screen whether his response
was correct or false. This is recommended in experi-
ments measuring sensitivity. The subject activated a
next trial by pressing the “next” key. Tests for both
sets: “all 5” and “sn-sx” were held separately, with a
short break. Each of two tests consisted of 240 trials.
120 trials contained pairs of identical stimuli (original
mixes and RSO mixes in both modes). The other trials
contained an original mix and an RSO mix, with half
of these pairs containing the individual cells mode and
the other half containing the clustered cells mode. The
sequence of different stimuli within the entire lot of 240
was random, but was held fixed for all subjects. Prior
to the main experiment, each subject took a practice
session of 30 trials.

3.5. Results and discussion

For each of the four experimental conditions and
for each subject, the index of stimulus detectability d′

was calculated according to (Gescheider, 1997):

d′ = z(H)− z(F ), (2)

where H is hit rate i.e. the rate of detection of differ-
ences, and F is false alarms rate i.e. the rate of identi-
cal stimuli incorrectly classified as different, z denotes
H or F rate converted to the location along the ab-
scissa of standarized normal distributions, where z(F )

is a location along the noise distribution and z(H)
along the signal-plus-noise distribution. The main ap-
plication of the d′ index is to compare detectabili-
ties of different stimuli, but it is usually assumed that
d′ = 1 is a threshold value, as this value corresponds
to 76% correct recognitions in 2AFC (Two Alterna-
tives, Forced Choice) tasks (Moore, 2003). Hence,
a value below 1 indicates that the stimulus was not
detectable.
Table 2 presents mean d′ values for investigated

stimuli, averaged over all subjects. The results in four
experimental conditions can be summarised as fol-
lows. In individual cells mode the RSO effect was
imperceptible with “sn-sx” stimulus (this condition
will be further referred to as “imperceptible condi-
tion”). In the same mode with “all 5” stimulus per-
ception was close to the threshold. In clustered cells
mode the effect was perceptible with “sn-sx” stimu-
lus and easily perceptible with “all 5”stimulus. There
was a considerable spread in the results among lis-
teners.

Table 2. Results of experiment 1: mean values
of detectability index d′ for investigated stimuli,
averaged over all subjects; IC – individual cells
mode, CC – clustered cells mode, σ – standard

deviation.

Set
of instruments

IC CC

mean d′ σ mean d′ σ

sn-sx 0.46 0.43 1.35 0.72

all 5 0.95 0.65 2.46 1.19

The comparison of data in Table 1 with data in
Table 2 indicates that the decrease of energies re-
tained in sounds after RSO processing increases the
rate of recognitions of such processed mixes. This is
the case in all four possible paired comparisons: the
sn-sx set versus the all 5 set in both modes, and the
individual cells mode versus the clustered cells mode
for both mixes. When t-f areas are compared, three
out of four comparisons support the statement that
the decrease of t-f area retained increases the rate of
recognition. The only exception is the all 5 set, where
the increase in the rate of recognition is associated
with a relatively slight increase of t-f area. This can
be accounted for by random factors in the propor-
tions of areas. The rule observed can be simply ac-
counted for: the removal of energy and t-f area distorts
sounds.
The condition of individual cells mode applied to

“sn-sx” set, where RSO is imperceptible, can be used
to demonstrate that the ear is able to perform the fu-
sion of the auditory scene from the mixture of sounds
altered by RSO processing. The term “fusion” is used
here in the meaning of building a consistent percept
out of some distinct parts.
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It is doubtful that the continuity illusion is the ba-
sis for fusion, as the interrupting sound must exceed
the interrupted sound at least by an amount caus-
ing complete masking (Bregman, 1990). In RSO, all
sound components are removed when they fall just be-
low 0 dB related to the masker. However, continuity
illusion can support fusion.
Informational Masking (IM) seems to have an im-

portant contribution. The hypothetical role of IM
can be the following. If RSO removes some spectro-
temporal parts of sounds which would not be masked
energetically by other sound sources in the mixture,
then the difference brought by RSO should be per-
ceptible. This removal takes place in the impercep-
tible condition. Therefore there must be some other
factor or factors that make RSO in this condition im-
perceptible. The supposition that it is IM is supported
by a known property of informational masking: it is
stronger when both the target and masker are pre-
sented to the same ear. It is also supported by investi-
gation on informational masking within a sound of one
instrument (Kleczkowski et al., 2010).
Another important conclusion from the existence

of an imperceptible condition is that the multiple
looks/glimpses hypotheses can hold for perception of
musical instruments. However, as can be seen in Ta-
ble 2, the ear is not completely successful in applying
glimpses. In the remaining paragraphs of this section
an attempt is made towards quantitative analysis of
the frequency widths of “glimpses” in the impercepti-
ble condition (“sn-sx”, individual cells).
The number of contiguous cells (i.e. belonging to

one sound source) along the frequency axis was as-
sumed the width of a “glimpse”. The t-f decompo-
sition used the linear frequency scale, while a mea-
sure of bandwidth should use a perceptually justi-
fied frequency scale. The critical band was used as
a unit of measure of widths of “glimpses”. Thus, each
counted number of contiguous cells n was converted
to linear frequency bandwidth: n · 43.06 [Hz], and
that bandwidth was converted to a fraction of a local
CB: n · 43.06 /CBl [Hz], where CBl denotes frequency
width of a local CB, according to the table by Zwicker
(Fastl, Zwicker, 2007).
In order to present the results as a histogram,

all resulting values were grouped into eight ranges:
from 0 to 15% of CBl, from 15% to 30% of CBl, ...,
from 90% to 105% of CBl. All values greater than
105% of CBl were included in one common group.
The histogram of the results is shown in Fig. 4.
More details on computation are included in the Ap-
pendix.
In individual cells mode 64% of values fell into the

0–15% of CBl range, in clustered cells mode that pro-
portion was 16%. The median of the results in individ-
ual cells mode was 10.2% of CBl and the median in
clustered cells mode was 43.9% of CBl.

Fig. 4. Upper: the histogram of numbers of t-f regions in
a particular range of frequency widths expressed as a per-
centage of a local CB, in individual cells mode. Lower: the
analogous histogram in clustered cells mode. IC – individ-

ual cells mode, CC – clustered cells mode.

These results indicate that the hypothesis of
“glimpses” holds better with narrow frequency widths
of “glimpses”. It has been demonstrated that with this
particular stimulus (i.e. in the imperceptible condi-
tion), when 64% of “glimpses” have widths below 15%
of CBl the multiple looks/glimpses hypothesis holds
perfectly. However, this statement must be accompa-
nied by other conditions of experiment 1: 83.8% of the
original energy and 65.9% of original t-f area were pre-
served in the “glimpses”.

4. Experiment 2

4.1. Subjects and experimental setup

The subjects in this experiment were 111 students;
101 attended courses in engineering, of which 16 de-
clared musical experience of at least two years, like
playing a musical instrument or an involvement in
some audio engineering task; 10 attended a musical
degree course. None of the students had previous ex-
perience with psychoacoustics tests. For technical rea-
sons the experiment was held in two different rooms,
I and II, in nine groups of 6–14 listeners. Engineering
students used room I, while musical degree students
used room II. Both rooms were of similar size (45 and
55 m2 respectively) and similar acoustical character-
istics. In room II the reverberation time (RT20) was:
0.9 s at 128 Hz, 0.75 s at 1 kHz and 0.45 s at 4 kHz. The
stimuli were played through one loudspeaker. The test
setup in Room I: PC computer with Prodif 88 dig-
ital audio interface, Swissonic DA96 D/A converter,
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Soundcraft Spirit 16/8 mixer and Genelec 1038A stu-
dio monitor; in Room II: PC computer, Digi 002 au-
dio interface and Mackie 626 monitor. The listening
level was set at about 80 dB according to the pref-
erence of listeners in each of the groups. All sound
samples were normalised to the same RMS value. To
minimize the effect of the place of listening, the sub-
jects in large (8 and more) groups were asked to change
their places randomly after having heard half of the
samples.

4.2. Experimental procedure

Pilot experiments with a loudspeaker indicated
that the proportion of correct recognitions did not ex-
ceed chance performance for all 12 sets in individual
cells versions, in contrary to clustered cells versions,
where significant differences were met. Therefore all
clustered cells versions of Table 1 plus the individual
cells version of the “all 5” set were chosen for the main
experiment. This choice was supported by the results
of experiment 1, where individual cells mode produced
substantially lower detectability than clustered cells
mode. Full 7 s long excerpts were used. The paradigm
of a trial followed the ITU BS.1116-1 recommendation
(ITU, 1997) for the evaluation of subtle differences in
the quality of audio signals or equipment. An AXY
test was used. The trial consisted of three observation
intervals (A, X and Y), where A was a reference and
was repeated in either X or Y. The other component
of the X, Y pair was a stimulus different than a refer-
ence, i.e. it was a triple stimulus, hidden reference test.
The subject’s task was to indicate whether the inter-
val X or Y contained the different signal. The original
mix was used as a reference and assigned to the inter-
val A. The listeners were given score sheets with the
instructions. To make the task easier for subjects the
sequences in intervals in a test trial were named AAB
and ABA. The experiment started with a training run
of all sets, then the main test with 13 test sequences
followed. The sequence of presentation was as follows:
double alert signal – AAB sequence with 500 ms breaks
between intervals – single alert signal – AAB sequence
(repeated) – 5 s for giving the answer. The reason for
repeating was to help the listener in case he/she was
not sure after just one hearing. In half of the trials the
sequence was ABA. As listeners auditioned the test se-
quences in groups, all members of a group heard the
same sequence. The sequence of sound sets (13 sets)
between groups was randomised, and so were the se-
quences for a particular set (for a given set ABA se-
quence was used for half of the groups and AAB for
the other half). For each of the 13 sets the score sheet
contained a field to be filled with the recognised se-
quence. The correct sequence (either AAB or ABA)
indicated that a listener recognised correctly the stim-
uli, i.e. recognised the difference between A and B.

4.3. Results and discussion

The results have been evaluated by two methods.
One is used in some listening tests of audio equipment.
The results were treated as categorical data (2 cat-
egories) and their significance level was determined
from a binomial distribution. The other is used in
psychophysics. A percentage of listeners who correctly
recognised was treated as the percentage of answers for
one listener. The decision audible/inaudible was then
based upon the threshold of 75%.
In only four out of 13 sets was the difference recog-

nized correctly by a significant (p < 0.05) proportion of
listeners. In other sets, the results were far below signif-
icance. The results for the four significantly recognised
stimuli are presented in Table 3. The p – value has been
determined from a one-tailed binomial distribution.

Table 3. Statistically significant correct recognitions in ex-
periment 2, all listeners. Alternative evaluation based on
the psychophysical threshold of 75% is given in the right

column.

Set
of instruments

Percent
correct

recognitions
p – value

Effect
audible
according
to 75% rule

dr-g-sn-sx 61 < 0.01 no

dr-sn-sx 63 < 0.01 no

dr-g-sn 73 < 0.001 no

g-sn 73 < 0.001 no

No common property was found in these four sets.
Informally, listeners commented that they recognised
differences on the basis of small artifacts, different in
each of the sets.
The results for 26 musically experienced listeners

(16 from engineering courses declaring at least two
years of musical experience, and 10 frommusic courses)
are given in Table 4. The paired-data t test was per-
formed (using four sets occurring in both Tables 3

Table 4. Statistically significant correct recognitions in ex-
periment 2, musically experienced listeners only. Alterna-
tive evaluation based on the psychophysical threshold of

75% is given in the right column.

Set
of instruments

Percent
correct

recognitions
p – value

Effect
audible
according
to 75% rule

dr-sn-sx 69 < 0.05 no

dr-g-sn-sx 77 < 0.01 yes

dr-g 77 < 0.01 yes

dr-g-sn 77 < 0.01 yes

g-sn 85 < 0.001 yes
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and 4) to find whether musically experienced listen-
ers were more sensitive to differences between versions
of sound mixes. The result was positive at p < 0.025
(t-value = 3.45, df = 3). Although the difference in
listening rooms and equipment were unlikely to affect
the results, the results of students of music courses
were not treated separately, to avoid the effect of this
theoretically confounding factor. Creating a group for
“musically experienced” listeners instead, of which 10
listened in room I and 16 in room II was meant to
average out possible room effects.
The relation between percentages of the energy and

area retained and the rate of recognition of RSO pro-
cessing in this experiment is less pronounced than in
experiment 1, but the same rule can be observed. The
average energy retained in the clustered cells mode
computed from to Table 1 is 72.2%, while the aver-
age energy in significantly recognised sets in Table 3
is 68.5%, and in Table 4 (musically experienced listen-
ers): 66%. In the case of the area retained, the analo-
gous percentages are: 54.6%, 53.5% and 49.3%.
Neither of the two stimuli assessed in experiment 1

as detectable (mean d′ > 1) were detected in experi-
ment 2, even by musically experienced listeners, indi-
cating that the perceptual effect of RSO is substan-
tially weaker when auditioned over the loudspeaker.

5. Conclusions

The following conclusions can be drawn from this
work:

1. The perceptual effect of the operation of artificial
removal of spectro-temporal overlap was impercep-
tible in one of four experimental conditions in ex-
periment 1. This condition was easy to meet: a mix
of two sound sources and individual cells process-
ing, which can be considered a natural option for
RSO. Therefore, the general conclusion is that the
effect of RSO can be imperceptible.

2. Clustering of cells made the effect perceptible in
both of the stimuli investigated in experiment 1.

3. In loudspeaker listening (experiment 2), the range
of conditions in which the effect of RSO was imper-
ceptible was considerably wider than in headphone
listening. The effect was not perceived in 9 out of 13
stimuli investigated (69%), although most of them
were of “clustered cells” type, found as perceptible
in headphone listening.

4. The detectability of RSO processing increases with
removing more energy and effective t-f area.

5. The effect of RSO in its imperceptible condition
as found in this work indicates that the multiple
looks/glimpses hypotheses hold in the perception
of musical instruments. The results also indicate
that “glimpses” are quite narrow in frequency, in
the order of a fraction of the CB.

Appendix. The computation of relative

width of t-f regions

In order to concentrate the analysis on the fre-
quency widths of t-f components, the regions were as-
sumed as one-cell wide vertical strips of cells in the
t-f plane, consisting of contiguous cells belonging to
one instrument (any strange cell broke the strip). In-
dividual time frames were analysed, therefore it did not
matter whether a strip was isolated in time, or was at-
tached to any cells of the same instrument on either
side of the strip. This approach was different from the
assumption in (Cooke, 2006) that a glimpse (i.e. a re-
gion) contained all cells connected by being a part of
the four-neighbourhood of any other element in the t-f
region.
The aim was to count t-f regions of a similar loga-

rithmic bandwidth. The computation was carried out
in the range from 1270 to 9500 Hz. The lower fre-
quency was chosen so that the relative bandwidth anal-
ysed was not wider than about 15% of a CB. Higher
frequencies were not included because of considerable
share of background noise in that band. The number
of contiguous cells was counted separately in each of
12 CBs in the analysed range. The appropriate margin
was included in the algorithm, so that wide regions ex-
ceeding limits of CBs were not broken and their whole
width was counted. The results are approximate be-
cause no perfect alignment between fractions of CBs,
limits of CBs and multiples of the cell’s width could
be obtained. The counting was carried out for both
instruments in the pair and the results were averaged.
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Psychoacoustics is traditionally based on a world model that assumes a physical world existing inde-
pendently of any observer – the so-called objective world. Being exposed to this world, an observer is
impinged upon by a variety of stimuli reaching his/her sensory organs. These stimuli, if physiologically
adequate, may cause biological transduction and signal processing in the sensory organs and its afferent
pathways in such a way that finally a specific excitation of the cortex takes place, which results in sen-
sations to appear in the observer’s perceptual world. The sensations are understood as being subjective,
since they require an observer to exist. This world model – also known as (objectivistic) realism – reaches
its limits when it comes to explaining more complex phenomena of perception. Thereupon, in this paper,
an alternative world model is emphasized and applied to psychoacoustics, namely the perceptionist’s
model. Like realism, perceptionism has a long tradition in epistemology. It appears to be suitable to
improve our understanding of perceptual organization.
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1. Introduction

Acousticians usually refer to a world view which is
strongly influenced by classical (Newton’s) mechanics.
This is not surprising, because the physical section of
acoustics is a branch of mechanics. This world model,
known as (objectivistic) realism in epistemology, has
a long philosophical tradition – e.g., (Descartes,
1641). It is assumed that there exists a world beyond
perception which represents essential reality. This
world is assumed to “cause” the perceptual world, but
it is, by definition, never directly accessible. Whatever
is perceived is, consequently, only an “image” of this
(transcendent) real world, mediated by the sensory
organs and limited by their imperfection. Taking this
idea seriously, all percepts, consequently, lack essential
reality. They are only a kind of illusion – in other
words, subjective and shadowy. But, nevertheless,
they provide a connection to the assumed real world
such that we conclude by rational thinking that this
transcendent real world must actually exist. The logic
of the proof goes like this: If the transcendent world
did not exist, also the perceived world would not exist.
Yet, this conclusion is obviously logically questionable,
as it recurs to an assumption that cannot be proven
(a so-called “irrealis”).

Nevertheless, isn’t the assumption of a real world
behind the perceived one justified by the fact that in-
strumental measurements methods are available that
render results which are independent from specific ob-
servers and thus, assumingly, must exist independently
of any observers? Aren’t these instrumentally collected
data free of any perceptual distortion and can thus be
used to build a valid model of a “real” world?
This is indeed the world view of realism and, ac-

tually, it carries a long way, particularly in applied
physics and engineering. Yet, unfortunately, it leads
to substantial conceptual inconsistencies when applied
to research into perceptual phenomena, because, along
these lines of thinking, perceptual phenomena are
conceived as subjective and illusionary in essence –
and, hence, an ill-defined item to investigate scientifi-
cally.
The basic inconsistencies appear clearly when ana-

lyzing a philosophical problem known as the retinal-
image problem (Becker, 1978; Blauert, Guski,
2009). Although taken from vision, we shall use this
epistemological problem as an example here because
of its very illustrative nature. The results of the anal-
ysis can easily be extrapolated to any other modality,
such as audition, touch or proprioception.
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1.1. The retinal-image problem

Visual perception – heavily simplified – is usually
explained as follows: From the outside world, light rays
enter the eyeball and, with the eye acting like a cam-
era obscura, a “photographic” picture of the outside
world is projected onto the retina, the retinal image.
The retinal image (in physical terms, a pattern of elec-
tromagnetic waves) is the adequate stimulus for the
visual system, that is, it stimulates sensory cells in the
retina to send biologic signals upward the afferent neu-
ral pathways. These signals, after various processing
steps, finally reach the visual cortex, where an ade-
quate excitation pattern is somehow generated. This
pattern triggers a conscious visual percept to appear
in the observer’s world. The details of this process are
still considered enigmatic – and may stay so forever.
The problem within this model is best illustrated

by an experiment of thought: Ophthalmologists, as is
well known, can visually inspect the retina with spe-
cial optical equipment. In doing so, they are able to see
the retinal image. Now consider an optical equipment
(realized, e.g., by mirrors, lenses and/or fiber optics)
that allows persons to inspect their own retinas them-
selves. Wouldn’t they then see retinal images which
cause themselves, that is, are stimulus and sensation
simultaneously and in one?
Since it is unacceptable from a logical point of view

that an item “causes” itself (causa sui), there must be
something wrong, and speculation may go as follows:
The retinal images that the test persons see, are not
the ones that actually cause them. There must have
been earlier ones that did so. But when we would have
tried to observe those earlier ones, they would have
been images as well. Can images cause images? No,
one could say, it is the electromagnetic wave pattern
behind them. But haven’t these wave pattern been de-
tected with instruments that are also part of the per-
ceptual world and, therefore, are “images” as well?
Obviously, the realist’s world model raises funda-

mental epistemological doubts regarding its validity.
Furthermore, from the point of view of psychoacous-
tics as a science, it has the disadvantage of classifying
the research items of psychoacoustics, namely, audi-
tory percepts, as suffering from a lack of essential re-
ality and thus being principally inaccessible by exact
sciences. It is therefore surely in the good interest of
psychoacoustics to watch out for world models which
do not have these disadvantage. Thus, perceptionism
will now be considered and discussed as an alterna-
tive.

2. The perceptionist’s world model

Perceptionism is a world model that, like realism,
has a long philosophical tradition – compare, e.g.,
(Hume, 1740;Kant, 1781). Perceptionism puts to the

fore what is consciously perceived, that is, the percept
itself. In view of this model, the totality of percepts is
the essentially real world. The conceptual foundation
of perceptionism is expressed by a famous statement
of Berkeley (1710): “esse est percipi” (to exist is to
be perceived). Accordingly, “to exist” and “to be per-
ceived” are synonyms. In perceptionism, the world is
understood as being completely describable and inter-
pretable within the perceived world. Any (epistemolog-
ically questionable) assumption of transcendent worlds
is thus considered superfluous1. From the point of view
of psychoacoustics (and psychophysics at large) audi-
tory events and acoustic events are both percepts and,
ergo, basically represent the same amount of essential
reality. As one percept obviously cannot “cause” an-
other one (how should this be accomplished without
witchcraft?). Thus, the perceptionist’s view requires
a reconsideration of the traditional stimulus/response
paradigm.
Modern perceptionism has a strict biological foun-

dation by recognizing the brain as the sole organ
of consciousness (e.g., Lungwitz, 1947; Maturana,
1978). This implies that each and every percept cor-
responds with a specific physiologic state of the brain.
This holds as a one-to-one mapping, because brains as
everything else in the world are in a state of steady
transition and will never be exactly the same again
(compare Herodot’s π́αντα′ ρε̃ι

2.1. Perceptual organization

To apply a perceptionist’s view to problems and
tasks in psychoacoustics, a model of the perceptual
organization of the world is needed. To this end, the
totality of percepts may be grouped into different cate-
gories. Following a concept of Lungwitz (1947), suit-
able categories are feelings, things and concepts.
Feelings normally occur when sensors inside the

body are activated, and they are usually perceived at
or close to the positions of the sensors (e.g., stomach
pain, fear in the heart). In special cases, feeling can also
be located outside the limits of the body, for instance,
phantom pain after amputation of limbs.
Things (sensory percepts, sensory events) for ex-

ample, auditory, visual, or tactile or proprioceptive
ones (Lungwitz, 1947; Blauert, Dominicus, 2013;
Blauert, Jekosch, 2012) usually appear while sen-
sory organs are active. They are mostly located outside
the body, but in special cases they may also be inside
– like tinnitus in the ear or light speckles in the eye

1Perception implies both a perceiver (observer) and what
is perceived (percept). Kant (1781) has therefore introduced
a conceptual observer as counterpart of the percept. It has been
clarified (see Lungwitz, 1947; Dominicus, 2009) that this con-
ceptual observer cannot be further analysed, since the polar op-
position to any existence is non-existence. Something that ex-
ists, always exists as a polar counterpart to non-existence. This
conjunction-in-opposition cannot be broken up.
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due to a sick headache. Further, coordinative percepts
(position, direction and strength) may be subsumed
under sensory perception (see proprioception). Sensory
percepts are modality-specific, that is, they are either
auditory, visual, tactile, gustatory, olfactory, or coor-
dinative.
Concepts (ideas, notions, thoughts) are associated

with feeling or things, but do not directly originate
from signals sent by body-internal sensors or sensory
organs. In essence, concepts are more or less abstract
remembrances of feelings, things or other concepts. On
the one hand, they are certainly percepts themselves,
on the other hand, they are pointers to other percepts2.

3. The paradigm of psychoacoustics

In the following, the relationships between acous-
tic stimuli and auditory events will be discussed, since
these are the primary item of psychoacoustic research.
In this paper, we shall argue solely on the basis

of things and concepts, leaving out the feelings at the
time being for the sake of simplification, although feel-
ings, to be sure, are a very important category of per-
cepts.
The commonly used experimental paradigm in

psychoacoustics is shown in Fig. 1, which schemat-
ically represents a listener in a hearing experiment
(Blauert, Guski, 2009). The input is given by a
“stimulus” (acoustic event), S, in our case a sinusoidal
acoustic wave. If this wave is in the range of hear-
ing and the listener has a functioning auditory system,
he/she will hear something, that is, in his/her world
appears an auditory thing (auditory event), T. Yet, as
this thing exists in the world of the listener, an out-
side observer can only get to know of it through an
observable response, R, of the listener.

Fig. 1. The paradigm of psychoacoustical experiments.

2Perceptual categories are confluent, i.e. the borders between
them are not strict. This is also reflected by the terminology used
to describe them. For instance, the term “sensations” is used
for sensory percepts (things) in psychology, while in colloquial
language it is also used for feelings. Yet, the term feelings, used
here in the sense of emotional responses, can in colloquial terms
also mean the sense of tactility, i.e. what is felt at the skin when
touched.

In psychoacoustics, the listeners are instructed and
trained to respond by way of quantitative judgment
upon perceptual attributes of their auditory events.
Specifically, they are requested to assign numbers to
attributes of what they hear. If the assignment of num-
bers to the perceptual attributes of auditory events ac-
tually reflects these attributes in a valid way, then this
procedure can be taken as a measurement. In fact, the
listener, who now assumes the role of an assessor, has
two roles in the game: First, his/her auditory percep-
tual system is the item to be measured, secondly, the
assessor him/herself is the measuring instruments to
actually perform this measurement.
Since both, perception and measurement, are de-

pendent on the assessors’ individuality, the actual ex-
perimental situation and the mental state that the as-
sessor is in, some models assume “modifying factors”
to take account of these effects (e.g., Guski, 1999). In
the following, the psychoacoustical paradigm of Fig. 1
will be evaluated from a perceptionist’s point of view.

3.1. The “stimuli”

In psychoacoustics, the stimuli concerned are
acoustic ones – “acoustic” meant in its physical sense,
that is, vibrations and waves of elastic media. Vi-
bration and waves are coordinative variation of mat-
ter. If very slow, we may see them or sense them by
touch, if faster, we detect and measure them instru-
mentally. Note that audition is not at all involved so
far (Blauert, 2006; Blauert, Jekosch, 2012).
From thinking about such visual and tactile percep-

tions and other relevant observations, a physical theory
of mechanics has evolved – in its classical form – New-
ton’s mechanics. For instance, physical concepts like
mass and force have been developed, leading to even
more abstract concepts like, for instance, the wave the-
ories of sound propagation in fluids and solids. Never-
theless, to be sure, the physics of mechanics is origi-
nally based on visual and tactile observation and suc-
cessive thinking. In other words, it is a conglomeration
built from visual/tactile things and concepts – surely
percepts all together. Consequently, physical objects
like elasto-dynamic waves and vibrations are concepts
and not things (!), but nevertheless percepts. This ob-
viously holds also for the acoustic stimuli in psychoa-
coustic experiments.
How come then that in terms of the world model

of realism, physical objects are assumed to exist out-
side perception and thus being “absolutely objective”.
To discuss this, the meaning of objectivity has to be
recollected first. In empirical sciences, the results of an
experiment are considered objective if the results do
not depend on specific observers. This actually means
that you may bring your experiment to a different lab-
oratory with different experimenters, and they would
still get the same results.
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To get as close as possible to the goal of objectiv-
ity, physics has “cultivated” instrumental measuring
equipment to render result where the influence of the
individual experimenter is minimized3. Further, phys-
ical theories are based on mathematics, that is, the re-
sults of physical experimentation are interpreted and
described in mathematical terms. If experimental re-
sults differ from what is theoretically (mathematically)
predicted, the differences are classified as “errors” and
often disregarded. But note that mathematical think-
ing is governed by standardized logic rules. If two
mathematicians come to different results with regard
to a mathematical problem, at least one of them has
violated the rules. In this way, mathematical thinking
is certainly signified by a high amount of objectivity,
but when experimental results are forced into a mathe-
matical, that is, a conceptual framework, the achieved
objectivity is conceptual as well – and certainly not
“absolute” in any way.
All this can be dealt with within perception. An ex-

trapolation to a transcendent world is not necessary.
We do not need the notion of absolute objectivity at
all. The amount of objectivity of an experimental re-
sult can be marked on a polar scale reaching from ut-
most objective to utmost subjective. Utmost subjec-
tivity means that no two assessors agree on a result,
utmost objectivity that all potential assessors would
agree.

3.2. The auditory “things”

What listeners sensorily perceive in the course of
listening experiment exists in their world as being
heard. This is what we call the auditory things. Like
any other things, they exist at specific times at specific
locations, attributed with specific (auditory) features.
Classical psychoacoustics aims at assessing the rela-

tionship between features of the (physical) stimuli and
features of the auditory things in a quantitative way.
To this end, so-called “psychometric” methods have
been developed that enable assessors to assign num-
bers to auditory features in such a way that relations
between numbers reflect relations between the features
under observation. These methods enable measure-
ments of thresholds of perception, difference limens,
points of perceptual equality, further, they allow for
direct estimation of intervals, ratios and magnitudes.
In the attempt to measure auditory features in their

“pure form”, the according listening experiments are
designed in such a way that the measurements are,
hopefully, not biased by any conceptual context. For
instance, signals are used that do not carry explicit
meaning (sinusoids, complex tones impulses, noises,

3In modern theoretical physic it has been realized that the
item of observation may change with the actual kind of obser-
vation – another case against “absolute objectivity”, that is,
existence indepent from the observer.

etc.). Further, the assessors are not provided with any
contextual information (e.g., the nature of the sound
source, the scenario and its history). Auditory features
that have been investigated in this way are, for in-
stance, loudness, pitch, sharpness, roughness and spa-
tial extension. Yet, to be sure, context free perception
does not really exist (Blauert, Guski, 2009). Already
a “context-free” experiment is a context. Also, mind
that auditory features are attributes of auditory things
and not things themselves.
In any case, when assessing auditory features, the

listeners have to be in an analytic (discretic) listening
mode, concentrating on just the feature under obser-
vation and disregarding auditory things as a whole.
However, humans are usually in a holistic (syncretic)
listening mode, that is, attending to larger perceptual
entities than auditory features or even auditory things.
Cognitive psychology argues that the human brain, as
a rule, does not think in sensory percepts (things) but
in “objects”. Objects are perceptual entities that rep-
resent an agglomeration of direct sensory input and
conceptual reflection. Hence, to understand auditory
perception in a more comprehensive way, the processes
of object building need to be considered and under-
stood. In this context, the well knownGestalt rules are,
for instance, relevant. Numerous further “schemata”
have been identified by psychologists to be involved in
the neural processes of object forming.
From the point of view of a perceptionist, these

processes do not pose any epistemological problem.
Both sensory percepts (things) and concept are “brain-
childs”, that is, are bound to physiological processes in
brains. Objects can be understood as conceptual con-
structs that result from agglomerating intercurrent se-
ries of things and related thoughts. Objects, thus, are
perceptual entities of their own, but represent the un-
derlying sensory percepts and the related reflections in
a more abstract way. The same processes, by the way,
also hold for “physical” objects (see Sect. 2.1), they are
also conceptual constructs, that is, a particular kind of
percepts.
Consequently, when analyzing and interpreting au-

ditory things, it is necessary to see them in their per-
ceptual context. Things have attributes that can be
assessed separately, but even more so, things are ele-
ments of the formation process of objects – the actual
building bricks of the world in perceptual terms.
This means that classical psychoacoustics can only

render limited insight into the correlation between
physical and auditory aspects of our world. In other
words, its prognostic power when predicting auditory
events from their physical correlates is limited. The
common excuse is that the prediction errors are due to
the subjective nature of auditory things in contrast to
the objective nature of physical objects. This excuse
will only be accepted by a perceptionist when phrased
as follows: Physical objects are perceptual constructs
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that have been derived from results of measurements
that are largely independent of specific observers, that
is, which are rather abstract concepts. In contrast, au-
ditory things have a much lower level of abstraction
and are, consequently, more individual. Hence, physi-
cally measured data may certainly provide rough, gen-
eral estimates of auditory attributes in specific, well
defined situations. However, they show a severe deficit
in terms of validity when it comes to the prediction
of auditory things or even auditory object in specific
situational contexts.
To increase the validity of the prognosis, processes

have to be taken into account which classic psychoa-
coustics cannot unravel. Here knowledge from sensory
psychology has to be taken into account, verified or at
least supported by neurological findings to maintain
the link to the biology of the brain and thus, to ensure
the scientific foundation of the model. The “modifying
factors” as introduced in Fig. 1, are really only a very
rough approach to deal with this problem.
This means, among other things, that the classi-

cal psychometric methods have to be amended. Two
different aims of measurement can be distinguished
in this context, (i) analysis of auditory objects and
scenes to identify and scale their different perceptual
attributes individually, (ii) assessment of holistic fea-
tures of auditory objects and scenes, for instance, the
sound quality assigned to them by listeners. For mea-
surements of type (i), method like the semantic differ-
ential or multidimensional scaling are applied, for type
(ii), paired comparison or direct magnitude scaling on
one-dimensional interval or ratio scales are in use.
Note however, that for the perceptionist all these

measurements take place within the world of percepts.
An extrapolation to a transcendent world beyond the
perceived one is not obligatory to understand the lat-
ter.

3.3. The “responses”

Auditory things are directly experienced by the lis-
tener whose percepts they are. For an observer of this
listener, these auditory things are not directly accessi-
ble, but only indirectly via the response of the listener
– which can, for instance, be a spoken verbal descrip-
tion of what he/she hears. The observer then concludes
that there exists a perceptual world for the listener and
that there are auditory things and/or objects in it.
A realist could now argue with the perceptionist as

follows: On the basis of the response of the listener, you
conclude that there exists a perceptual world of this
listener to which you principally do not have direct ac-
cess. Isn’t the listener’s world just such a transcendent
world as you otherwise try to deny? The perceptionist’s
answer is as follows: My directly experienced percept
is, of course, the response of the listener and not the
listeners’ auditory thing. So, the item which is a fact of

direct experience for the listener, is only a fact of de-
scription for me, the observer (Lungwitz, 1947). The
listeners’ auditory things are thus concepts for me and
not things – yet, without doubts, percepts in any case.
These concepts arise as a conclusion from what I hear
as a spoken message, that is, from auditory objects in
my world. An extrapolation to the existence of a world
beyond perception and, thus, beyond the biologic ca-
pabilities of the brain, is logically not imperative.
After having introduced a distinction between facts

of experience and facts of description, it is interesting
to have a closer look at the attributes of those auditory
things that relay facts of description, and on the sub-
sequent concepts which represent them. This concerns
the scientific fields of communication sciences and, par-
ticularly, of semiotics (the theory of signs).
It is a generic task of the auditory system to act as

a kind of antenna with a subsequent processing stage
to provide the brain with input for the formation of its
perceptual world. In this way, for example, the identi-
fication of sound sources in the environment regarding
their temporal and spatial position can be explained.
Further, the auditory system is of paramount impor-
tance for inter-individual communication – in human
beings mainly via speech (spoken language).
Generally, it can be stated that all auditory things

and, thus, also the acoustic stimuli as being correlated
with them, can be conceived as sign carriers that re-
lay information about the world. As a consequence,
meaning may be assigned to the relayed signs. It is
the specific schemata that underlie these processes of
thinking which are investigated by semiotics.
Semiotic teaches that three requisites are indispens-

able for the assignment of meaning to happen, namely,
an auditory thing, a listener and a conceptual refer-
ence. Only when these three components are present,
signs can be understood, that is, a meaning may be-
come apparent. By the way, audio engineers, sound de-
signers, and also composers and musicians, etc., can be
seen as engineers of aural communication. They pro-
vide sound signals which lead to auditory things that
carry meanings, which are, hopefully, understood by
the listener as intended.
The processes of meaning assignment are complex.

For instance, when spoken language is understood,
the auditory things have been identified as speech
sounds (phones) and as belonging to a certain language
(allophones), and these have then been interpreted
on the word and sentence levels. Thereby phonetic,
syntactic and grammatical rules have been observed
and prosodic characteristics have been considered. Of
course, as a further condition of successful meaning as-
signment, the vocabulary used must be known to the
listener.
In any case, the interpretation of acoustic and au-

ditory “cues” requires cognitive processes at a higher
level of abstraction. It is thus not surprising that in
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semiotics a notion is put forward as to which the con-
ceptual interpretation of the world is primarily based
on signs, their recognition, interpretation and a subse-
quent assignment of meaning. Thereby the interpreta-
tion of known signs may well become a routine oper-
ation after a while, and the assignment of meaning is
then conceived as a schematic process in these cases.
The semiotic way of interpreting the world is highly

important for the predictions of actions (and reactions)
of people, since people usually do not act and judge
upon what they hear and where they hear something,
but rather on what they hear actually means to them
in their individual situation.
Signs can have the character on an index, an icon,

or a symbol (Jekosch, 2005). An index is a copy or
slightly modified copy of a sound as originating from a
particular event, for example, the breaking of a drink-
ing glass when falling from a table. An icon represents
an abstraction from of the original sound in such a
way that a simplification has taken place, but the rel-
evant features have been preserved or even enhanced.
A symbol has not necessarily any direct relationship
with the event that it symbolizes. Therefore, the re-
lationship between symbols and what they symbolize
has to be learned, as, for instance, the relationship
of Morse-code units and the letters that they sym-
bolize. Indices, icons and symbols are concepts, and
thus percepts from the perceptionist’s point of view.
They differ in the amount of abstraction from their un-
derlying sensory percepts, namely, the auditory things
which they represent. While indices relate to individual
events, icons do so for a class of events in a more ab-
stract way. Symbols, finally, abstract completely from
their perceptual roots. Their meaning is originally ar-
bitrary and must therefore be deliberately assigned,
and then be learned.
When it comes to measurement of the meaning that

auditory things communicate, the traditional methods
of psychoacoustics and sensory and cognitive psychol-
ogy are rarely helpful. If methods like the semantic
differential or multidimensional scaling are applied at
all, the scenarios in which they are applied must repre-
sent real communication scenarios. More adequate are
questionnaires and behavioral tests in representative
situations as, for instance, applied in cognitive psy-
chology and the social sciences.

4. Discussion and conclusion

In this contribution we promote a world view that
is different from the objectivistic realism which is usu-
ally favored by engineers. This alternative is percep-
tionism. The basic ideas of both, objectivistic realism
(also discussed as, e.g., scientific realism or positivism)
and perceptionism (also discussed as constructivism
or concientialism), have a long tradition in epistemol-
ogy.

Perceptionism is based on the notion that to be per-
ceived and to exist are synonyms (Berkeley, 1710).
Any assumption of existence beyond perception, that
is, existence independent from observers, is discarded
as a game of thoughts without any empirical evidence.
Thus, in the perceptionist’s view, “absolute objectiv-
ity” does not exist. Even physical objects are un-
masked as perceptual items, namely, as a conglomerate
of visual and tactile percepts plus successive theoreti-
cal thinking.
To develop logical consistence of the perceptionist’s

model, two issues have to be realized:

• Concepts (thought, ideas, concepts, notions) are
real percepts and not in any way enigmatic, shad-
owy items. In particularr, concepts are percepts
that point to other percepts. They essentially
are remembrances, although more or less abstract
ones [7, 15, 16].

• It is necessary to distinguish between facts of ex-
perience and facts of description. While auditory
things in my own world are facts of experience,
auditory things in the world of somebody else are
(only) facts of description in my world – but nev-
ertheless percepts.

A driving reason to look closer into the percep-
tionist’s world view is the following: Since perception-
ism puts physical objects at the same epistemologi-
cal level with auditory things and concepts – actu-
ally unmasks them as being concepts (constructs), any
discrimination against psychoacoustic as an assum-
ingly absolutely subjective science looses its substance.
In fact, physics itself is recognized as being basically
perception-based. Objectivity is thus identified as being
relative in essence, so is subjectivity.
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Abstracts

Computer simulations for testing the acoustic field
using intensive sound method

Augustyn Aneta

KOMAG Institute of Mining Technology
Pszczyńska 37, 44-101 Gliwice, Poland

The paper is an attempt of presentation of multi-
variant analyses of acoustic field on the basis of tests made

with use of intensive sound method. The scope of tests
refers especially to the impact of existing objects on acous-
tic field in open spaces (environment). Computer simula-
tions in the scope of tests of acoustic field with use of inten-
sive sound method were the subject of the analyses. The
simulations were possible after a series of acoustic mea-
surements made at the previous stage of the project. The
measurements were made in a closed space and in the en-
vironment surrounding the tested object. The scope of ap-
plied tests covered the measurements of sound intensity
with use of intensive sound method inside industrial object
as well as the measurements of sound level in the envi-
ronment taken by the pressure method at points, which
were under assessment. A series of computer simulations,
which aimed at validation of intensive sound method, as
well as at proving the superiority of this method in test-
ing of acoustic field in the environment were the project
objectives. Scope of the project includes the tests carried
out in anechoic chamber at the Institute of Thermal Tech-
nology in Lodz as well as the tests realized on industrial
object.

⋆ ⋆ ⋆

Statistical analysis of the equivalent noise level

Batko Wojciech1, batko@uci.agh.edu.pl
Przysucha Bartosz2, b.przysucha@pollub.pl
1 AGH University of Science and Technology
Faculty of Mechanical Engineering and Robotics
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland
2 Lublin University of Technology
Faculty of Management
Department of Quantitative Methods
in Management of Economy
Nadbystrzycka 38, 20-618 Lublin, Poland

In the article, the authors focus their attention on the
analysis of the probability density function of the equiva-
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lent noise level in the context of the problems of the analysis
of the uncertainty results present in the control of environ-
mental noise hazards. They examine the issues of accuracy
and applicability of the classical normal distribution for the
interval estimation of the expected values of the equivalent
sound level. What is more, they provide procedures for its
derivation, with the assumption of a given distribution of
the results produced by sample results of measurements.
The results obtained give grounds for the correct calcula-
tion of the uncertainty of the controlled rate of acoustic
environmental hazards.

⋆ ⋆ ⋆

A perceptionist’s view on psychoacoustics

Blauert Jens

Ruhr-University Bochum
Institute of Communication Acoustics
44780 Bochum, Germany

Psychoacoustics is traditionally based on a world model
that assumes a physical world existing independently of
any observer – the so-called objective world. Being ex-
posed to this world, an observer is impinged upon by a
variety of stimuli reaching his/her sensory organs. These
stimuli, if physiologically adequate, may cause biological
transduction and signal processing in the sensory organs
and its afferent pathways in such a way that finally a spe-
cific excitation of the cortex takes place, which results in
sensations to appear in the observer’s perceptual world.
The sensations are understood as being subjective, since
they require an observer to exist. This world model –
also known as (objectivistic) realism – reaches its lim-
its when it comes to explaining more complex phenom-
ena of perception. Thereupon, in this paper, an alternative
world model is emphasized and applied to psychoacoustics,
namely the perceptionist’s model. Like realism, perception-
ism has a long tradition in epistemology. It appears to be
suitable to improve our understanding of perceptual orga-
nization.

⋆ ⋆ ⋆

Investigation of relative vibratory detection
thresholds on wrist

Bogusz Edyta
Skrodzka Ewa

Adam Mickiewicz University
Institute of Acoustics
Umultowska 85, 61-614 Poznań, Poland

In the paper relative values of vibration detection
thresholds on two points on a wrist and index, middle and
ring fingertips are presented. Measurements on fingertips
were done to calibrate measurement setup and to find rel-
ative differences in thresholds for the wrist and fingertips.
Palestesiometer P8 (Emson-Mat) was used as a measuring
device. Measurements were performed in frequencies of 4,
16, 25, 63, 125, 250, 400 and 500 Hz. Two measuring probes
were used: with diameter of 5 and 12 mm, working with the
force 0.1 and 1.2 N, respectively. Both hands of women and
men were investigated. Results show that hand and mea-
suring probe size were not significant factors for fingertips

thresholds. For the wrist not significant factors were gender
and the place on the wrist. Thresholds found for the wrist
were significantly higher than those for fingertips. Differ-
ences in threshold values were up to 20 dB in frequencies
below 125 Hz. No statistically significant differences were
found in results for sighted, blind and visually handicapped
subjects.

⋆ ⋆ ⋆

The problem of determining the orchestra
pit acoustic parameters

Brawata Krzysztof
Kamisinski Tadeusz

AGH University of Science and Technology
al. A. Mickiewicza 30, 30-059 Kraków, Poland

The paper presents results of acoustic measures per-
formed in selected opera houses orchestra pit for the anal-
ysis of stage parameters (ST) and the sound strength (G).
Analysis of collected data has allowed the development of
research capabilities with the parameter G, while there
were significant limitations on the applicability of ST. The
article presents significant limitations of current method-
ologies used in acoustic research in orchestra pit and pro-
poses opportunities for other research methods to enable
a better assessment of the interior.

⋆ ⋆ ⋆

The use of the idea of smart acoustics
to acoustic climate management

Czajka Ireneusz
Suder–Dębska Katarzyna

Gołaś Andrzej

AGH University of Science and Technology
Faculty of Mechanical Engineering and Robotics
Department of Power Engineering
and Environmental Protection
al. A. Mickiewicza 30, 30-059 Kraków, Polska

The implementing the climate-energy package is one of
the most important factors determining the future of en-
ergy in the European Union, linked to the idea of Smart
Cities. Taking into consideration the current projections,
it can be assumed that by 2030 the urban population will
double and will be around 2.64 billion. Hence, increase the
residents’ needs and requirements of these cities. It is there-
fore necessary to undertake intensive, integrated actions to
the effective production and use of energy in each sector,
while protecting the environment and improving quality of
life. As a result of the idea of Smart Cities, cities will be-
come more efficient and sustainable in areas such as trans-
port, energy, information and communication technologies.
The idea of Smart Acoustics allows such a broad of acoustic
climate of agglomeration to reduce the adverse impact of
noise on people staying in it. In the paper there has been
briefly discussed some aspects of the two areas of noise
and vibration threats occurring in the cities, that are mass
events, and more commonly used of air conditioning equip-
ment.

⋆ ⋆ ⋆
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Propagation of acoustic wave in polyatomic gases
in high temperatures

Czyż Henryka, hczyz@prz.edu.pl

Rzeszow University of Technology
Department of Physics
Powstańców Warszawy 6, 35-959 Rzeszów, Poland

Presented work concerns the phenomena occurring
during the propagation of acoustic waves in polyatomic
gases at high temperature. The formula expressing acoustic
waves velocity depends on the specific heat ratio at con-
stant pressures cp to a specific heat at constant volume cv.
In normal temperature κ is constant and is determined by
the internal structure of the gas molecules. In high tempera-
ture vibrations of molecules begin to play an important role
and the dependence of the specific heat at constant pressure
and specific heat at constant volume on the temperature is
obtained. In theses cases the dependence of acoustic wave
velocity on the temperature is complicated. This subject
contains important aspects of the development of modern
aviation and rocketry technology.

⋆ ⋆ ⋆

The effect of musical activity of listeners
on their tuning ability

Dziedzic Tomasz, Kleczkowski Piotr

AGH University of Science and Technology
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

In this work the effect of musical activity of listeners on
their ability of tuning sounds was investigated. This ability
is directly tied with the perception of pitch. The research
on a large group of seventy listeners with variable degree of
musical activity led to separate conclusions on the effects
of musical education and musical activity. The effect of
acoustic disturbances typically met during musicians’ work
on the quality of tuning was also examined.

⋆ ⋆ ⋆

Experimental verification of computational
simulation destined for received directional
characteristics of panel sound source

Flach Artur, Frączek Jacek
Gorazd Łukasz, Kamisiński Tadeusz
Szeląg Agata, Wiciak Jerzy

AGH University of Science and Technology
al. A. Mickiewicza 30, 30-059 Kraków, Poland

The paper describes an experiment carried out on the
set of sound panels designed for generating high sound pres-
sure level. The influence of arrangement of two sound pan-
els on directional characteristic of the set was studied. Mea-
sured characteristics were compared with results received
from model computation. This analysis showed compatibil-
ity of both received characteristics. Thus, one may say that
proposed computer model makes it possible to predict the
sound field of source in the form of various configuration
of loudspeaker panels what facilitates the control of sound
spread.

⋆ ⋆ ⋆

Localization of amplitude-panned stereophonic
phantom sources in the horizontal plane

Frank Matthias

University of Music and Performing Arts Graz
Institute of Electronic Music and Acoustics
Leonhardstraße 15, 8010 Graz, Austria

The localization of stereophonic phantom sources has
been studied for decades. However, most studies were lim-
ited to the standard ±30 degree loudspeaker setup. This
article reviews some experimental results and models for
phantom source localization using amplitude panning on
the standard loudspeaker setup, as well as on non-standard
setups. By incorporating the directivity of human hear-
ing, a model is developed that predicts the localization of
broadband phantom sources for loudspeaker pairs at arbi-
trary directions on the horizontal plane. Moreover, the ar-
ticle investigates subjective differences in the localization
of phantom sources and presents a way to predict these
differences.

⋆ ⋆ ⋆

Source width of frontal phantom sources:
perception, measurement, and modeling

Frank Matthias

University of Music and Performing Arts Graz
Institute of Electronic Music and Acoustics
Leonhardstraße 15, 8010 Graz, Austria

Phantom sources are known to evoke perceptual dif-
ferences compared to real sound sources. One of these dif-
ferences is an increase of the perceived source width. This
article discusses the perception, measurement, and mod-
eling of the perceived source width for frontal phantom
sources with different symmetrical loudspeaker arrange-
ments. First, the perceived source width is evaluated by
a listening test. The test results are compared to techni-
cal measures that are applied in room acoustics: the inter-
aural cross correlation coefficient (IACC) and the lateral
energy fraction (LF). Furthermore, an adaptation of the
latter measure is developed to extend its application to si-
multaneous sound incidence. Finally, a geometrical model is
presented for the prediction of the perceived source width.

⋆ ⋆ ⋆

Statistical distributions of levels
and energy of aircraft noise

Gałuszka Michał

Adam Mickiewicz University
Institute of Acoustics
Umultowska 85, 61-614 Poznań, Poland

In many cases statistical distribution of random vari-
able is nearly normal. The sound exposure level LAE mea-
sures the noise of sound events, such as aircraft operations
or train pass-bys. The empirical mean estimates the cen-
tral tendency of LAE distribution. Due to random nature
of noise generation and propagation, this estimation is un-
certain. If the statistical distribution of SEL is normal, then
the standard deviation of LAE yields the exact measure of
this uncertainty. Furthermore, in such a case one can de-
fine this uncertainty with the assumed confidence level. It
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is shown in this study that both, the statistical distribu-
tions of sound energy e and the sound exposure level SEL
of an aircraft noise, are not normally distributed. Since the
classical method of uncertainty estimation is difficult to be
applied in this case, we propose a new method based on
the kernel density estimator (KDE). The paper presents
an analysis of the distributions data, as well as elucidates
the observed deviation from the normal distribution.

⋆ ⋆ ⋆

Wavelet approach to RF signal analysis
for structural characterization
of soft tissue phantom

Gambin Barbara1, bgambin@ippt.gov.pl
Doubrovina Olga2

1 Institute of Fundamental Technological Research
Polish Academy of Sciences
Pawińskiego 5B, 02-106 Warszawa, Poland
2 Byelorussian State University
Faculty of Humanities
Department of Information Technology
4, Nezavisimosti avenue, 220030 Minsk, Republic of Belarus

To develop the theoretical and experimental basis for
temperature measurement during heating of internal re-
gions of soft tissues we would like at first to find an an-
swer to the question what parameters characterizing the
ultrasonic acoustic signal, being recorded during the heat-
ing, are significantly associated with the local temperature
increase. First step is to study acoustic properties of self
fabricated soft tissue phantoms by different approaches to
proof efficiency of methods used in the future analysis,
which will be more complicated in the case of heating.
The paper contains the wavelet approach of registered RF
signal transmitted by soft tissue phantom samples in the
constant room temperature. Three phantoms with differ-
ent structures have been measured. We claim that there is
qualitative differences in the wavelets forms between phan-
tom without scatterers and with seldom number of strong
scatterers, while the large number of scatterers demon-
strates qualitatively similar wavelet characteristics as phan-
tom without scatterers.

⋆ ⋆ ⋆

Pitch representation in the frequency following
response (FFR)?

Gockel Hedwig E.

MRC-Cognition and Brain Sciences Unit
15 Chaucer Road, Cambridge CB2 7EF, UK

In recent years, there has been increased interest in the
scalp-recorded frequency following response (FFR), which
is an electrical recording that reflects sustained phase-
locking of a population of neurones in the upper brainstem
to stimulus-related periodicities. It provides a non-invasive
measure of neural processing in humans, which can be com-
pared to behavioural responses concerning the listener’s
perception. It has been argued (e.g. Russo et al., 2008)
that the FFR reflects processes important for the percep-
tion of pitch and that changes in the FFR with experience
and/or training provide a measure of neural plasticity at
the level of the brainstem.

Several experiments will be presented, aimed at elu-
cidating the origin and the specifics of the information
present in the FFR. It will be argued that the neural
responses measured by the FFR preserve temporal infor-
mation important for pitch, but do not necessarily repre-
sent pitch-related processing over and abo ve that already
present in the auditory periphery [Supported by Wellcome
Trust Grant 088263].
Reference

1. Russo N.M., Skoe E., Trommer B., Nicol T.,
Zecker S., Bradlow A., Kraus N. (2008), Deficient
brainstem encoding of pitch in children with autism spec-
trum disorders, Clin. Neurophysiol. 119, 1720–1731.

⋆ ⋆ ⋆

The risk of noises environmental pollution
in the shale gas harvesting

Gołaś Andrzej
Czajka Ireneusz
Suder–Dębska Katarzyna

AGH University of Science and Technology
Faculty of Mechanical Engineering and Robotics
Department of Power Engineering
and Environmental Protection
al. A. Mickiewicza 30, 30-059 Kraków, Poland

The problem of fuel extraction in recent years is more
and more acute. The discovery of large layers of shale gas
in Poland caused the emergence of giant hopes to become
independent of imported gas. It places great emphasis on
exploration and exploitation of deposits of this fuel. At the
same time it is said a lot about the impact of the tech-
nology used to extraction of this gas on the environment.
Therefore, the authors decided to present an outline of en-
vironmental pollution and noise in the search and explo-
ration of shale gas based on the technology of hydraulic
fracturing. It has been also presented the proposed system
of visualization of the environment.

⋆ ⋆ ⋆

Modification of the measurement set-up
to study the acoustic field of structures
with cylindrical symmetry

Gorazd Łukasz1

Snakowska Anna1

Jurkiewicz Jerzy2

AGH University of Science and Technology
1 Faculty of Mechanical Engineering and Robotics
Departament of Mechanics and Vibroacoustics
2 Faculty of Electrical Engineering, Automatics, Computer
Science and Electronics
Department of Metrology
al. A. Mickiewicza 30, 30-059 Kraków, Poland

The paper points out certain difficulties one comes
across when attempting to obtaining reliable measurement
results in experimental studies on the cylindrical waveguide
acoustic field, especially for some specific configuration of
sources located inside the system. An appropriate modifi-
cation of the measurement set-up is proposed allowing to
avoid, to a considerable degree, the above-mentioned diffi-
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culties and ambiguities. Theoretical considerations pertain-
ing to acoustic field distribution inside a cylindrical “une-
choic” duct and phenomena occurring at the duct outlet,
based on mathematical models of infinite and semi-infinite
waveguide, respectively, reveal that, for certain configura-
tions of sources, acoustic pressure may vary rapidly along
the duct axis. In the measurement practice this can result
in significant errors and ending up with result contrary to
expectations, e.g. absence of the anticipated axial symme-
try of the field in case of axisymmetric excitation.

⋆ ⋆ ⋆

Signatures and acoustic images
of objects moving in water

Grelowska Grażyna1

Kozaczka Eugeniusz1,2, kozaczka@pg.gda.pl
Kozaczka Sławomir1

SzymczakWojciech1, w.szymczak@amw.gdynia.pl
1 Polish Naval Academy
Institute of Hydroacoustics
Śmidowicza 69, 81-103 Gdynia
2 Gdansk University of Technology
Faculty of Ocean Engineering and Ship Technology
Narutowicza 11/12, 80-233 Gdańsk, Poland

Observation of underwater space is part of a general
trend, which primary purpose is to protect and increase
safety in the selected area. The basic aim of the paper is
presentation of designated acoustic characteristics typical
for objects moving on the water surface and under water,
which represent some knowledge about detection of these
objects. Create a catalog of acoustic signature and not only
acoustic, as well as acoustic images of objects, mainly ob-
jects moving under water, may be an important contribu-
tion to efforts to increase the security of water areas and
the public facilities located in nearby vicinity. This is a part
of general security policy with regard mainly to the type of
threats of terrorism and sabotage, but not only.

⋆ ⋆ ⋆

Ultrasonic studies of magnetic fluids:
theoretical models and experimental results

Hornowski Tomasz

Adam Mickiewicz University
Institute of Acoustics
Umultowska 85, 61-614 Poznań, Poland

Magnetic fluids belong to a new class of magnetic ma-
terials that apart from properties typical to liquid, exhibit
also week rigidity characteristic to solidlike media. Due to
the possibility of remote controlling fluid’s parameters us-
ing magnetic field, magnetic fluids have attracted consider-
able interest in their potential application in technological,
biological and medical fields, such as seals, bearings, sen-
sors, drug delivery, or magnetic hyperthermia. Recently,
ultrasonic methods have been successfully applied to study
different properties of magnetic fluids such as the particle
(or aggregate) size distribution (PSD), level of anisotropy
in external magnetic field or magnetic field-induced mi-
crostructure. The usefulness of the ultrasonic methods lies
in their relative simplicity, non-invasive nature and thus

in the possibility of performing the measurements in an
intact, concentrated, dispersed system. In order to gain
information on magnetic fluid properties from ultrasonic
measurements the results of the ultrasonic studies have to
be analyzed using appropriate theoretical model. One of
such theory is based on the assumption that magnetic fluid
can be treated as consisting of two phases: solid skeleton
made of interacting clusters and fluid composed of carrier
liquid with free magnetic particles.

⋆ ⋆ ⋆

Ultrasonic and thermal measurements
of magnetic nanofluid stabilized
with dextran biocompatible layer

Hornowski Tomasz, Józefczak Arkadiusz
Skumiel Andrzej, Dąbek Leszek
Leszczyński Błażej, Mikołajczak Jakub

Adam Mickiewicz University
Faculty of Physics
Institute of Acoustics
Umultowska 85, 61-614 Poznań, Poland

Magnetic nanofluids consist of nano-sized iron oxide
particles suspended in carrier liquid. Magnetic nanopar-
ticles used in this study are coated by a dextran biocom-
patible polymer that shields them from the surrounding
environment and can be functionalized by attaching car-
boxyl groups, biotin, avidin and other molecules. Mag-
netic nanoparticles have proven its use as cell magnetic
separators, transport of antitumor molecules, for hyper-
thermal treatment and as contrast agent for nuclear mag-
netic resonance (NMR), among other biomedical applica-
tions. A method based on propagation of ultrasonic waves
is used to measure the particle (or aggregate) size distri-
bution (PSD). The ultrasonic results are analyzed using
Winogradow theory. Also the heating rate of the magnetic
fluids in the alternate magnetic field is measured. It is found
that the heating effect is associated with a lag between the
field and magnetization due to the relaxation nature of the
magnetization process in magnetic fluids This make possi-
ble to describe the results of thermal measurements within
the framework of Rosensweig theory.

⋆ ⋆ ⋆

Structural noise reduction
of a fluid-loaded smart structure

Iwański Dariusz, iwanski@agh.edu.pl
Wiciak Jerzy, wiciak@agh.edu.pl

AGH University of Science and Technology
Faculty of Mechanical Engineering and Robotics
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

In the present paper results of reduction of structural
noise in fluid are presented. Resonant frequencies of circular
fluid loaded plate were measured using swept sine technique
on laboratory stand. The other side of the plate contains
piezo elements used both as sensors and actuators. Actua-
tors were used to generate vibrations of the plate and other
to reduce sound pressure level in fluid, i.e. water and air.
Results were compared with numerical calculations. Final
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results reveal reduction of sound pressure level in fluid by
more than 25 dB using only one piezo element.

⋆ ⋆ ⋆

Special-purpose windows airborne sound
insulation measurements

Jakubowski Piotr
Kuśmirek Magdalena
Weryk Mateusz

Ship Design and Research Centre
Wały Piastowskie 1, 80-958 Gdańsk, Poland

Due to constantly increasing environmental noise lev-
els, there is a need to build external walls with a relatively
high sound insulation. If the building is located in the city
center or near the large arteries, the required resultant
external wall sound insulation is determined individually
(based on the results of noise measurements in the vicinity
of the building, then the calculations), and usually exceed
the value of R′

A2 = 40 dB. In case of marine windows or
windows for the purpose of drilling platforms, sound insu-
lation, required by shipowners, determined in the labora-
tory should be at least Rw = 52 dB. Obtaining a proper
sound insulation of outside wall (or bulkhead) is associated
primarily with the proper selection of materials from which
wall (or bulkhead) is made of, but also its components, such
as windows, and the technique and accuracy of installation
is extremely important. Please note that the wall sound
insulation is affected by insulation of all its elements.

⋆ ⋆ ⋆

Complexation in aqueous systems
of α-D-glucose and DMSO
in the ultrasonic study

Kaczmarek–Klinowska Milena
Kubiak Aleksandra
Hornowski Tomasz
Skumiel Andrzej

Adam Mickiewicz University
Faculty of Physics
Institute of Acoustics
Umultowska 85, 61-614 Poznań, Poland

Our investigations were concerned with the complex-
ation processes in aqueous solutions of α-D-glucose and
DMSO. The speed and absorption of ultrasonic waves were
measured by a resonance method using the Resoscan TM
System apparatus. Additionally, the density and the capac-
ity in the investigated systems were measured, too. On the
base of these data, thermodynamical parameters – such as
molar volume, molar adiabatic compressibility and their ex-
cess functions, have been calculated. To be able to express
the concentration of the ternary solution in mole fraction,
the initial solutions of the water/α-D-glucose (water/ 6×
α-D-glucose) ratio of 550/1 and of the water/DMSO at the
same ratio, have been prepared. The composition of molec-
ular complexes formed in the solution was determined on
the basis of the correlation between the extremes of excess
functions, ultrasonic absorption and the compositions of
the mixtures.

⋆ ⋆ ⋆

Correction of acoustics
in historic theatrical halls
with the use of schroeder diffuser

Kamisiński Tadeusz, kamisins@agh.edu.pl

AGH University of Science and Technology
Faculty of Mechanical Engineering and Robotics
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

The paper deals with the problem of acoustic correc-
tion in historic theatrical halls with the auditorium layout
in the form of a horseshoe with deep sub-balcony cavities
limited with vaulted wall surfaces. Both geometry of the
cavities and excessive sound absorption determine acoustic
phenomena registered in this area of the hall. The prob-
lem has been observed in the Opera Hall in Lviv, Ukraine,
where acoustic tests were carried out, simulation calcula-
tions performed, and finally a diffusion panel worked out
designed for the rear wall of the sub-balcony cavity. Acous-
tic measurements carried out after installation of the sys-
tem of diffusers revealed favourable changes in the sound
strength parameter G within the range of medium and high
frequencies in the sub-balcony and auditorium centre area.
By replacing textile tapestry with diffusion panels, a sig-
nificant reduction of sound absorption was achieved for the
frequency range above 1 kHz and increase of uniformity of
acoustic parameters registered in the hall. It is worth men-
tioning that despite some earlier fears, the technocratic de-
sign of the Schroeder diffuser, after careful selection of the
colour scheme, has ultimately won the acceptance of the
artistic milieu.

⋆ ⋆ ⋆

Noninvasive tissue temperature imaging
by means of ultrasounds echo
strain estimation

Karwat Piotr, Litniewski Jerzy
Secomski Wojciech, Kujawska Tamara
Krawczyk Kazimierz, Kruglenko Eleonora
Gambin Barbara, Nowicki Andrzej

Institute of Fundamental Technological Research
Polish Academy of Sciences
Pawińskiego 5B, 02-106 Warszawa, Poland

Therapeutic and surgical applications of ultrasound re-
quire monitoring of temperature changes. For these pur-
poses ultrasonic techniques would be the most preferred
from an utility and economic point of view. In this pa-
per an attempt to apply the estimation of echo-signals dis-
placement for monitoring of temperature changes during
ultrasonic heating of tissues in vitro is presented. The data
obtained by ultrasonic measurements have been processed
to determine a map of echoes displacements and compared
with the temperature distributions measured by thermo-
couples. The obtained results enable evaluation of temper-
ature fields and give a promising prognosis for combining
the ultrasonic tissue heating techniques with tissues tem-
perature estimation.

⋆ ⋆ ⋆
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How to listen professionally

Kawahara Kazuhiko

Kyushu University
Faculty of Design
6-10-1 Hakozaki, Higashi-ku, Fukuoka, 812-8581, Japan

What is the professional listening? Sound/Acoustic
Professionals listening categorized into three phases. The
ability to discriminate between different sounds. The abil-
ity to correlate the auditory difference with the physical
properties of sounds. And the ability to imagine the proper
sounds when given the acoustic properties of the sounds.
The ability could be trained through listening training.
In this paper, as a listening training, Technical Listen-
ing Training in Kyushu University was described. Through
trainings, trainees can share their experience. The shared
experience reinforces trainees to express their auditory im-
pression with coherent words. And the use of coherent
words supports smooth communication in their group. This
word co-herency is also the professional listening ability.

⋆ ⋆ ⋆

Application of frequency and spatial compounding
techniques for attenuation estimation in soft tissue

Klimonda Ziemowit, Litniewski Jerzy, Nowicki Andrzej

Institute of Fundamental Technological Research
Polish Academy of Sciences
Pawińskiego 5B, 02-106 Warszawa, Poland

The attenuation of the ultrasound within the soft tissue
is often associated with pathological states which involve
changes of tissue structure, like tumors. We are currently
developing a technique for parametric imaging of attenua-
tion and we intend to apply it for in vivo characterization
of tissue. The method bases on tracking the spectral mean
frequency shift resulting from the frequency dependence of
the attenuation coefficient. The mean frequency lines are
determined for each Radio Frequency (RF) line of the im-
age data and next the attenuation profiles are estimated
from the mean frequency shift. The high variance of the
amplitude of backscattered echoes results in the variation of
the attenuation estimates. In order to reduce the variation
the spatial compounding and frequency compounding tech-
niques were applied. These techniques effectively reduced
the variation of the attenuation estimation, what was veri-
fied processing the simulated data and the echoes from the
tissue mimicking phantom with uniform echogenicity but
varying attenuation coefficient.

⋆ ⋆ ⋆

Detection of selected emotion in speech signal

Kłaczyński Maciej, Wszołek Wiesław

AGH University of Science and Technology
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

The goal of the present study is to examine use
of speech acoustic signal and eletroglottographic signal
(EGG) for purpose of automatic emotion recognition. The
authors focuses on examining the impact of speaker’s emo-
tional state on the course of laryngeal tone. An experiment

was to simultaneously record both acoustic and EGG signal
of speech without emotional features and speech signal with
features of happiness, sadness and anger. For all recorded
signals following parameters were estimated: fundamental
frequency (f0), jitter, shimmer and additionally for EGG
signals open quotient (OQ) and speed quotient (SQ). And
also for the spoken words of test was calculated the time
courses of the root mean square (RMS) and the dynamic
spectrums from recorded signals. Statistical analysis of cal-
culated results led to conclusions: both acoustic and EGG
signal of speech are suitable for the identification of emotion
in voice; it is possible to develop models of vocal expres-
sion of emotion characteristics for different states; not all
emotional states combined with a strong vocal expression.

⋆ ⋆ ⋆

A statistical approach in detection
of noise events to aircraft noise assessment

Kłaczyński Maciej
Wszołek Tadeusz
Batko Wojciech

AGH University of Science and Technology
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

Long-term acoustical climate monitoring of the envi-
ronment raises several problems related to large quanti-
ties of recorded data, which often represents information
unrelated to the studied noise source. Manual verification
of such data is time-consuming and costly. Therefore, to
develop effective methods for automatic identification of
transport noise sources (especially aircraft noise) becomes
an important task for the proper determination of noise
levels. In earlier authors’ research to identification of noise
sources and identify the type of airplane operations were
used automated pattern recognition methods such as: ar-
tificial neural networks (Multi-Layer Perceptron, Adaptive
Resonance Theory, Self Organizing Maps), minimum dis-
tance classifiers (Nearest Neighbor, k-Nearest Neighbor,
Nearest Mean). In current research the probabilistic algo-
rithm (statistical decision based on a threshold of discrim-
ination) of classification was used. Acoustic pattern recog-
nition method b ased on statistical decision has a 92% of
correctness.

⋆ ⋆ ⋆

Transmission properties
of underwater acoustic channel

Kochańska Iwona

Gdansk University of Technology
Faculty of Electronics Engineering, Telecommunications,
and Computer Science
Department of Marine Electronic Systems
Narutowicza 11/12, 80-233 Gdańsk, Poland

Transmission properties of underwater acoustic chan-
nel are strongly conditioned by specific geographic loca-
tion, and vary over time. In reliable communication sys-
tems, there is a need for adaptive matching of physical
layer parameters of the data transmission signaling proto-
col. to instantaneous, often strongly varying, channel con-
ditions. To achieve this goal, parameterized description of
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the underwater communication channel is necessary. The
paper presents results of impulse response measurements
performed in a shallow-water, nonstationary channel, be-
ing then a basis for statistical characteristics of the WS-
SUS model of the time-varying, multipath channel. Trans-
mission parameters were calculated, determining a design
specification of physical layer of the communication proto-
col for a system based on the OFDM technique.

⋆ ⋆ ⋆

Loudness scaling for normal and hearing-impaired
listeners: from measurements in the past to present
models and future applications

Kollmeier Birger

University of Oldenburg
Medical Physics & Centre of Excellence “Hearing4all”
D-26111 Oldenburg, Germany

Categorical loudness scaling can be used to assess the
“recruitment” phenomenon in patients with a “compression
loss” in inner ear function which is usually connected to a
dysfunction of the outer hair cells. A pure inner hair cell
loss, on the other hand, will cause a shift of the loudness
function comparable to a pure “attenuation” loss. In order
to make these characteristic changes in loudness function
accessible to clinical usage, the following developments were
performed that will be reviewed and discussed:

• A fast and reliable Adaptive Categorical Scaling pro-
cedure (ACALOS, Brand and Hohmann, 2002) was
introduced which is available on a clinical audiometry
workstation,

• Fitting functions and a connection to “classical” loud-
ness models (such as, e.g., recent variations of the
Zwicker loudness model using a transformation be-
tween sone and CU,

• In comparison to other psychoacoustical methods for
estimating the compression loss in hearing-impair ed
listeners, ACALOS appears to be very time-efficient
and easy to use. It thus qualifies as valuable clinical
& research tool to be used in audiology.

⋆ ⋆ ⋆

Low-frequency rail noise risk in the environment

Kompała Janusz

Central Mining Institute
Plac Gwarków 1, 40-166 Katowice, Poland

In recent years in many countries, low-frequency noise
– up to 200 Hz, has been regarded as one of the major en-
vironmental problems of human protection against exces-
sive noise. For example, in accordance with the recommen-
dations of the European Commission to be implemented
in the near future, the ideas have been established among
which there has also been the necessity to create a basis for
assessment and mitigation of low-frequency noise in the en-
vironment. The research that has been carried out proved
also that low-frequency noise emitted by the rail sources
would not cause health problems but might be the source
of many nuisances.

⋆ ⋆ ⋆

Lightweight curtain walls
with high sound insulation

Koprowska Hanna M., akustyka@itb.pl
Szudrowicz Barbara

Building Research Institute (ITB)
Departments of Acoustics
Ksawerów 21, 02-656 Warszawa, Poland

Fully glazed lightweight curtain walls are used both in
public buildings with qualified acoustics, as well as hous-
ing, because of theirs aesthetic and constructions qualities.
A major issue in the design of the building is to provide
a sufficiently low sound levels in rooms, highly influenced
by the sound insulation of the facade. The measurements of
acoustic insulation of the three types of light curtain walls
were made in the Acoustic Laboratory of the Building Re-
search Institute (ITB). The results of laboratory tests have
been discussed divided into single and double structures.
Influence of construction of insulated glass has been de-
scribed for the solutions with single glazing. The impact of
an aluminum frame, ventilation shutters and way of glaz-
ing on the sound insulation of lightweight curtain walls has
been discussed.

⋆ ⋆ ⋆

Soft tissue in vitro heating by ultrasound beam
and acoustical properties of soft tissue phantoms

Kruglenko Eleonora, Mizera Andrzej
Gambin Barbara, Tymkiewicz Ryszard
Zienkiewicz Bogusław, Litniewski Jerzy

Institute of Fundamental Technological Research
Polish Academy of Sciences
Pawińskiego 5B, 02-106 Warszawa, Poland

The paper presents preliminary results of measuring
the temperature inside the tissue in vitro during the pro-
cess of heating by the ultrasound beam with low power and
measuring the acoustic properties of soft tissue phantoms.
These models were built to further research into the link be-
tween the temperature of the acoustic properties, because
in vitro tissue samples proved to be unique and unstable.
The three tissue phantoms answer to pulse excitation were
measured and pulse propagation velocity, attenuation and
statistics of signal envelope have been examined. The influ-
ence of the number of scattering elements on the obtained
parameters is discussed.

⋆ ⋆ ⋆

Influence of material used for regenerator
on properties of a thermoacoustic heat pump
with traveling wave

Kruk Bartłomiej

Wrocław University of Technology
Wybrzeże Wyspiańskiego 27, 50-370 Wrocław, Poland

Acoustic wave propagating in a gas is described by
changing the pressure and the oscillating motion of the par-
ticles, but there is another important factor – the oscillating
heat. Research in the thermoacoustics began with the ob-
servation of the heat transfer between gas and solids. These
interactions are too small to have been seen in the sound
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wafting in the air-rated through which we communicate ev-
ery day. The term thermo-acoustics was defined by Niko-
laus Rott, who explained it as a combination of two thermal
and acoustic phenomena. The intense sound wave and the
pressure in the thermoacoustics can be used to create: pow-
erful engines, heat pumps and thermoacoustic refrigerators.

⋆ ⋆ ⋆

Recognition of musical instruments
in polyphonic recordings for mean, mode,
and median-based sound parameters

Kubera Elżbieta1, elzbieta.kubera@up.lublin.pl
Wieczorkowska Alicja A.2, alicja@poljap.edu.pl
1University of Life Sciences in Lublin
Akademicka 13, 20-950 Lublin, Poland
2 Polish-Japanese Institute of Information Technology
Koszykowa 86, 02-008 Warszawa, Poland

In this paper we describe experiments on the recogni-
tion of musical instruments in polyphonic recordings using
random forests as classifiers. The feature vectors applied
to parameterize the analysed sound segments are based on
means, modes, and medians of short-time sound features,
calculated through the entire segment. The results of these
experiments are presented and discussed in this paper.

⋆ ⋆ ⋆

Resonance model of the human tissue used
in surgery simulator

Leniowska Lucyna1, lleniow@univ.rzeszow.pl
Leniowski Ryszard2

1 University of Rzeszów, Institute of Technology
Al. Rejtana 16C, 35-959 Rzeszów, Poland
2 Rzeszów University of Technology
Department of Computer and Control Engineering
Al. Powstańców Warszawy 12, 35-959 Rzeszów, Poland

During the real robotic surgery, there is a wide range
of contacts of surgical instruments with live tissue. The
behavior of biological tissues as volumetric objects differs
substantially from the physical materials, i.e. those where
the degree of deformation is small. The development of re-
liable mathematical models of soft tissue enables to create
virtual training tools used in minimally invasive surgery,
where the key role is played by a simulation of phenomena
occurring in real surgery. In this paper the properties of the
model tissue with a reduced dynamic, which was subjected
to simple and complex deformations. Built on the base of
the model virtual organs are part of a training system de-
veloped for conducting virtual operations (training) using
the surgical robot ROCH-1.

⋆ ⋆ ⋆

Comparison of numerically calculated pressure
drop for selected helicoidal resonators

Łapka Wojciech

Poznań University of Technology
Institute of Applied Mechanics
Jana Pawła II 24, 60-965 Poznań, Poland

This paper presents the comparison between numeri-
cally obtained pressure drops for helicoidal resonators with

the same ratio s/d = 1.976 and other dimensional relation-
ships, but different number of helicoidal turn n = 0.671 and
n = 0.695, as well as n = 1.0. Acoustic system of straight
cylindrical duct with helicoidal resonator inside is consid-
ered. Two modules of Comsol Multiphysics numerical en-
vironment were used to solve air flow problem: aeroacous-
tics with flow and CFD Turbulent Flow. Air flow velocities
between 1 m/s and 20 m/s with the step of 1 m/s were ap-
plied. Observed difference between aeroacoustical and CFD
results tend to conclusion that experimental measurements
of pressure drops should be done for all cases.

⋆ ⋆ ⋆

Demands on measurement models
for the perceptual qualities
of virtual acoustic environments

Maempel Hans-Joachim, Weinzierl Stefan

TU Berlin, Audio Communication Group
Straße des 17. Juni 135, 10623 Berlin, Germany

Virtual acoustic environments (VAEs) are frequently
intended for the reproduction of and the interaction with
acoustic scenes. While different technical approaches such
as sound field synthesis and binaural synthesis vary in
their capability of accurately reproducing certain features
of the physical sound field, there is no agreement as to
the perceptual criteria for the evaluation of VAEs. Fre-
quently suggested global attributes such as presence, au-
thenticity, plausibility and naturalness are reviewed. We
propose a systematization of different properties, discuss
the suitability for different research objectives, and consider
demands for their measurement. In this context, method-
ological issues regarding operationalization, experimental
references, and criterion-free test procedures are discussed.

⋆ ⋆ ⋆

Auralisation quality estimation

Małecki Paweł, pawel.malecki@agh.edu.pl

AGH University of Science and Technology
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

This paper shows the set of parameters meant to es-
tablish “how good” the auralisation is. The basic concept
is to compare actual reverberant room acoustic with its
auralisation. The measurement of first-order ambisonic im-
pulse response is provided both for the actual room and its
auralisation. The article shows the results of comparison
and analysis of significant factors that influence quality of
auralisation.

⋆ ⋆ ⋆

Nonlinear active noise control
of sound transmitted through a plate

Mazur Krzysztof, Pawełczyk Marek

Silesian University of Technology
Institute of Automatic Control
Akademicka 16, 44-100 Gliwice, Poland

Active Noise Control (ANC) of noise transmitted
through a vibrating plate causes many problems not ob-
served in classical ANC using loudspeakers. One of the
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problems is related to nonlinearities existing in systems us-
ing vibrating plates. Those nonlinearities are due to non-
linear vibrations and use of nonlinear actuators, like MFC
patches. In case of noise transmission though a plate, non-
linearities exist in both primary and secondary paths. Ex-
istence of nonlinearities in the system may degrade perfor-
mance of linear feedforward control systems usually used
for ANC. The performance degradation is especially visible
for simple deterministic noise such as tonal noise, where
very high reduction is expected. Linear feedforward sys-
tems in such cases are unable to cope with higher harmon-
ics generated because of nonlinearity. Moreover, nonlinear-
ities, if not properly tackled with, may cause divergence
of an adaptive control system. In this paper a feedforward
ANC system reducing sound transmitted through a vibrat-
ing plate is presented. The ANC system uses nonlinear con-
trol filters to suppress negative effects of nonlinearies in the
system. Filtered-error LMS algorithm, found more suitable
than usually used Filtered-reference LMS algorithm, is em-
ployed for updating parameters of the nonlinear filters. The
control system is experimentally verified and obtained re-
sults are reported.

⋆ ⋆ ⋆

Computer simulation of active sound intensity
vector field in enclosure of irregular geometry

Meissner Mirosław

Institute of Fundamental Technological Research
Polish Academy of Sciences
Pawińskiego 5B, 02-106 Warszawa, Poland

The modal expansion method has been used to formu-
late expressions for real and imaginary parts of the com-
plex sound intensity inside enclosures. Based on theoretical
results, the computer program has been developed to sim-
ulate the active intensity vector field inside L-shaped en-
closure. Calculation results have shown that a distribution
of the active intensity is strongly influenced by the modal
localization and the typical objects in the active intensity
field are energy vortices and saddle points positioned ir-
regularly inside the room. It was found that an increase
in a sound attenuation results in the change of vortex po-
sitions and can cause the formation of new vortices. An
influence of the wall impedance on the quantitative rela-
tion between the active and reactive intensities was also
studied and it was concluded that for very small sound
damping the behavior of the sound intensity is basically
only oscillatory.

⋆ ⋆ ⋆

Music-induced vibrations in a concert hall
and a church

Merchel Sebastian
Altinsoy M. Ercan

Chair of Communication Acoustics
TU Dresden 01062 Dresden, Germany

Sound and vibrations are often perceived via the au-
ditory and tactile senses simultaneously, e.g., in a car or
train. During a rock concert, the body vibrates with the
rhythm of the music. Even in a concert hall or a church,

sound can excite vibrations in the ground or seats. These
vibrations might not be perceived separately because they
integrate with the other sensory modalities into one multi-
modal perception.
This paper discusses the relation between sound and

vibration for frequencies up to 1 kHz in an opera house
and a church. Therefore, the transfer function between
sound pressure and acceleration was measured at differ-
ent exemplary listening positions. A dodecahedron loud-
speaker on the stage was used as a sound source. Ac-
celerometers on the ground, seat and arm rest measured
the resulting vibrations. It was found that vibrations
were excited over a broad frequency range via airborne
sound. The transfer function was measured using various
sound pressure levels. Thereby, no dependence on level was
found.
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Measurements of the CMDP and DPOAE signals
in guinea pigs

Michalski Wojciech1, Kutynia Andrzej1

Bochnia Marek2, DziewiszekWojciech3

1 Technical University of Wrocław
Wybrzeże Wyspiańskiego 27, 50-370 Wrocław, Poland
2 Medical University of Wrocław
Department of Pharmacology
Mikulicza-Radeckiego 2, 50-345 Wrocław, Poland
3 Faculty of Dentistry
Department of Otolaryngology
Borowska 213, 50-556 Wrocław, Poland

Acoustic wave excitation of the cochlea consisting of
two tones with frequencies f1 and f2 evokes the answer
of the hair cells in the form of the cochlea electrical signal
CMDP (Cochlear Microphonic Distortion Product) and the
acoustic signal DPOAE (Distortion Product OtoAcoustic
Emission). The frequency of these signals was f3 = 2f1−f2.
For many years the DPOAE signals is used in experimental
examinations of the cochlea of the inner ear, as well as in
clinical diagnosis. Only in a few articles you can find in-
formation on the use of CMDP signals. Simultaneous mea-
surement of both signals, for different parameters of stimu-
lation, offers new opportunities for cognitive physiology of
the inner ear. The article presents the first results of mea-
surements of the both signals (CMDP and DPOAE). Mea-
surements were performed in three young, healthy guinea
pigs. The results show clear evidence of significant differ-
ences between the DPOAE-gram and CMDP-gram in the
studied range o f frequency f3 [500 Hz, 5310 Hz].
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Acoustic properties of classrooms
in primary schools – estimating the speech
transmission index from the reverberation time

Mikulski Witold

Central Institute for Labour Protection
– National Research Institute
Czerniakowska 16, 00-701 Warszawa, Poland

Among the parameters determining the acoustic prop-
erties of classrooms, the speech transmission index STI is
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the most correlated with the subjective feeling of speech
intelligibility. However it is not widely used because of the
time consuming method of measurement and the need for
specialized equipment. The most commonly used param-
eter characterizing room acoustics is reverberation time.
The relationship between these two parameters is not clear
and it is still not specified for the considered rooms. The
article presents the relationship between speech transmis-
sion index STI and the reverberation time in octave fre-
quency bands, based on data from 126 primary school class-
rooms.

⋆ ⋆ ⋆

New acoustical parameters
and measurement methods
of floor coverings

Mirowska Marianna, m.mirowska@itb.pl
Ciszewski Radosław, r.ciszewski@itb.pl

Building Research Institute (ITB)
Departments of Acoustics
Ksawerów 21, 02-656 Warszawa, Poland

This paper presents two new laboratory measurement
methods of walking noise, which is being radiated during
walking from the floor into the room containing the test
sample. Mentioned methods are as follows:

1. Developed by European Producers of Laminate Floor-
ing described in paper EPLF 012019-6.

2. Described in European standard proposal Fpr EN
16205:2011.

Floor covering parameters related to radiated sound of
walking derived using abovementioned methods have been
discussed, as well as several results of test measurement
conducted according to the Fpr EN 16205:2011 method
have been presented.

⋆ ⋆ ⋆

Effect of climate change
in a small room on the results
of acoustic measurements

Mleczko Dominik
Kleczkowski Piotr

AGH University of Science and Technology
Faculty of Mechanical Engineering and Robotics
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

Computer programs are increasingly used in designing
room acoustics, but the problem of determining the relia-
bility of these simulations are so far unresolved. It is nec-
essary to determine both the acoustic measurement and
simulation results uncertainties in order to determine the
degree of divergence of simulation results with actual values
measured in the room. The essential input data for mod-
eling room acoustics are climate conditions (temperature
and relative humidity). These values are often variable and
therefore their exact definition is difficult and sometimes
even impossible. Therefore, it is useful to know about how
the final result of modeling is influenced by an uncertainty

of the determination of these input values. The hereby pa-
per examined how changes in temperature and humidity af-
fect on the results of measurements parameters: T30, EDT,
C80, D50, STI and SPL.

⋆ ⋆ ⋆

Varieties of masking of speech:
energetic, modulation
and informational

Moore Brian C.J.

University of Cambridge
Department of Experimental Psychology
Downing Street, Cambridge CB2 3EB, UK

There are often situations where it is necessary to lis-
ten to speech in the presence of background sounds. Such
sounds can reduce speech intelligibility, which will be re-
ferred to as partial masking of the speech. The mask-
ing of speech can take three forms: (1) “energetic” – the
masker “swamps” the internal response to parts of the
speech; (2) “modulation” – the amplitude fluctuations in
the masker make it more difficult to detect and analyse
the information-bearing amplitude fluctuations in the tar-
get speech; (3) “informational” – the auditory system has
problems in deciding which parts of the input sound em-
anated from the target speech and which parts emanated
from the background. In experimental work, a commonly
used masker is a notionally steady noise with the same long-
term-average spectrum as speech. This has traditionally
been regarded as an energetic masker. However, Stone,
Füllgrabe and Moore (2012) showed that the inher-
ent random amplitude fluctuations in such a noise play
a critical role, and that such noise is more appropriately
described as a modulation masker. A truly steady but ener-
getically similar masker, composed of multiple inharmoni-
cally spaced tones, produces much less masking than a noise
masker. Informational masking of speech occurs most com-
monly when the background consists of one or more com-
peting talkers. However, such masking can occur for non-
speech backgrounds with speech-like characteristics (Chen
et al., 2012). Also, the informational masking produced by
a background talker can be small when the target speech
material has a highly predictable structure (Lunner et al.,
2012).
References
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Investigation of physical phenomena
in two-dimensional phononic crystals
using ultrasonic waves

Mróz Agnieszka
Gudra Tadeusz
Opieliński Krzysztof

Wroclaw University of Technology
Institiute of Telecomunications, Teleinformatics
and Acoustics
Wybrzeże Wyspiańskiego 27, 50-370 Wrocław, Poland

In this paper an experimental approach to the usage of
phononic crystals as focusing lenses by investigating both
the negative refraction effect and existence of phononic
band-gaps in two-dimensional structures consisting of steel
rods immersed in water is presented. The negative refrac-
tion behavior has been demonstrated for both square and
triangular lattices. Achieved results allow considering fur-
ther studies in the field of both focusing and imaging using
phononic crystals.

⋆ ⋆ ⋆

Ultrasonic transmission tomography imaging
of CIRS Model 059 Breast Biopsy Phantom
structure in comparison with USG, CT and MRI

Opieliński Krzysztof J.1, Gudra Tadeusz1

Pruchnicki Piotr1, Podgórski Przemysław2

Kraśnicki Tomasz2, Kurcz Jacek2,
Sąsiadek Marek2

1 Wroclaw University of Technology
Institute of Telecommunications, Teleinformatics
and Acoustics
Wybrzeże Wyspiańskiego 27, 50-370 Wroclaw, Poland
2 Wroclaw Medical University
Department of Radiology
Borowska 213, 50-556 Wrocław, Poland

In the paper, the results of the ultrasound transmis-
sion tomography imaging (UTT) of the internal structure
of CIRS Model 059 Breast Biopsy Phantom were analysed
and compared with the imaging results by means of the
ultrasonography (USG), the computerized X-ray tomogra-
phy (CT) and the magnetic resonance tomography (MRI).
It is impossible to observe any differentiation of the internal
structure of that phantom on USG images. The obtained
results of the investigations indicated, that the applied ul-
trasound transmission tomography (UTT) method can be
used for the detection and diagnosing of tumor changes in
the women breast.

⋆ ⋆ ⋆

A right time and place for pitch perception?

Oxenham Andrew J.

University of Minnesota, Department of Psychology
– Twin Cities
240 Williamson Hall, 231 Pillsbury Drive S.E.
Minneapolis, MN 55455-0213

Pitch is a primary auditory percept, and one that has
been studied extensively for well over a century. The quest
to understand the neural mechanisms of pitch has gained

more urgency recently, as pitch deficits are often particu-
larly in striking in people with hearing loss and cochlear im-
plants. This talk will provide a survey of research into pitch
perception, and will highlight recent progress in the field
that relates to the long-standing question of how tonotopic
(place) and temporal (timing) information in the auditory
periphery is used in pitch perception.

⋆ ⋆ ⋆

An attempt to identify the acoustic quality
in urban environment

Paszkowski Waldemar

Silesian University of Technology
Production Engineering Institute
Roosevelta 26-28, 41-800 Zabrze, Poland

The subject discussed here is a continuation of the re-
search on identifying the features of soundscapes in the Ur-
ban environment. The idea of soundscapes has been gain-
ing a greater interest in the approach to acoustic ecology,
which to a significant extent makes use of the aspect of per-
ceiving sound as a subjective assessment of noise nuisance.
In this context, the condition of noise threat is a resultant
of a qualitative and quantitative representation of acoustic
and non-acoustic features of an urban environment. The re-
search done in this field shows that the qualitative features
of representing and assessing the environment are not well
recognised. Research on the acoustic quality of the environ-
ment using the entropy method is presented in this paper.
The paper presents an example of the method of examining
the emotions induced by sound sources using the entropy
method, taking into consideration the sensory stimuli.

⋆ ⋆ ⋆

The auditory filter representation of cochlear
processing in humans: past, present and future

Patterson Roy D.

PDN, University of Cambridge
Cambridge UK

This paper describes the progress of auditory scientists
over the years in their attempts to specify the shape of
human auditory filter, that is, the frequency resolution of
the auditory system at each point along the tonotopic di-
mension of the cochlea. Early, behavioural experiments re-
vealed that the auditory filter had a rounded top flanked
by exponential skirts – a roex auditory filter. Physiolog-
ical experiments with cats suggested that the impulse re-
sponse of the filter had a gamma envelope with a sinusoidal
carrier – a gamma-tone auditory filter. Subsequently, be-
havioural and physiological experiments revealed that the
filter shape changes with sound level, which led to the con-
clusion that the carrier under the gamma envelope must
chirp – a gammachirp auditory filter. Finally, the efforts of
auditory scientists prompted research on the mathematics
of auditory frequency analysis, and we now know that the
gammachirp auditory filter is mathematically optimal in
the sense that it provides minimal uncertain in linear-time,
log-frequency analysis, just as the Gabor function provides
minimal uncertain in linear-time, linear-frequency analy-
sis. The fact that the auditory system uses log rather than
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linear frequency suggests that it is more concerned with
the source-size information in sounds than with frequency
per se.

⋆ ⋆ ⋆

Nonlinear features of sound propagation
in relaxing media

Perelomova Anna1, anpe@mif.pg.gda.pl
Kuśmirek Magdalena2, magdalena.kusmirek@cto.gda.pl
1 Gdansk University of Technology
Faculty of Applied Physics and Mathematics
Narutowicza 11/12, 80-233 Gdańsk, Poland
2 Ship Design and Research Center
Wały Piastowskie 1, 80-958 Gdańsk, Poland

Nonlinear features of sound in relaxing fluids are stud-
ied. Among other, viscoelastic biological media described
by the Maxwell model of the viscous stress tensor, gases
with excited degrees of oscillatory freedom of molecules,
and chemically reacting media belong to this type of flu-ids.
The governing equation of sound is derived by means of the
special linear combining of conservation equations in the
differential form, which allows to reduce all non-acoustic
terms in the linear part of final equation and to hold only
dominative non-linear terms associated with sound. It is
discovered, that while propagation of the high-frequency
sound, the parameter of nonlinearity of the Maxwell fluid
increases.

⋆ ⋆ ⋆

Alternative methods for data collection
to elaborate acoustic maps

Pierchała Marek, mpierchala@komag.eu

KOMAG Institute of Mining Technology
Pszczyńska 37, 44-101 Gliwice, Poland

Acoustic maps are the basic instruments to assess and
manage the level of noise in the environment. On their basis
plans of actions are worked out. Those plans are the basis
in management of noise issues, which includes conducting
the organisational operations as well as implementing the
technical measures for noise limiting. All those actions re-
quire significant expenditures. Therefore, it is important
to guarantee proper deduction on the basis of prepared
acoustic maps. This idea is directly connected with collec-
tion of correct and up-to-date input data. Among them
spatial information should be mentioned. This area of data
includes Digital Surface Models (DSM). Generally they are
elaborated on the basis of Orthophotomaps. The accuracy
and timeliness of DSM depend on precision of Ortopho-
tomaps. Generally the process of obtaining Ortophotomaps
is realized with use of Aerial or Satellite Imagery. Un-
manned Aerial Vehicle (UAV) is a new alternative method
for that. It provides fast and cheaper process of collection
of data about terrain. Legal regulations connected with ap-
plication of UAV are presented. What is more, basic re-
quirements related to preparation of Ortophotomaps are
discussed. The range and the method of testing are also
given.

⋆ ⋆ ⋆

The influence of well’s bottom shape
on effectiveness of Schroeder diffusers

Pilch Adam
Kamisiński Tadeusz
Rubacha Jarosław

AGH University of Science and Technology
al. A. Mickiewicza 30, 30-059 Kraków, Poland

Phase grating sound diffusers (QRD) were invented by
Schroeder in 1979. Thanks to omnidirectional characteris-
tic of directivity of reflected sound and very easy design,
they became very popular. Nowadays they are used in small
spaces like control rooms as well as in a big concert halls.
Acousticians wanted to obtain wideband diffusion, what
lead them to construct very deep and narrow wells, which
give big absorption at low and medium frequencies. Be-
cause of that, a great area of wideband QRD cannot be
used in concert halls. Other popular way of widening the
range of effective diffusion of QRD is to shape properly the
bottom of their wells to make a kind of fractal diffuser. In
the paper some methods of shaping the bottom of wells are
shown and its influence on directional sound diffusion co-
efficient d is presented. The analysis of results shows, that
presented methods significantly improves diffusion coeffi-
cient especially for mid and high frequency.

⋆ ⋆ ⋆

A software system for off-site timbre solfege
with remote results management capability

Pluta Marek, Kleczkowski Piotr

AGH University of Science and Technology
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

This paper describes a flexible networked system that
combines testing and training of auditory abilities. The sys-
tem consists of two parts: a user-side test unit (“a client”)
and a remote data storage unit. For efficient data storage
and analysis the system uses remotely accessed MySQL
database. The client-side program performs the actual lis-
tening tests and connects to a database server through the
Internet to upload user results. The client is a standalone
Windows application designed to run on various personal
computers, including netbooks, and is capable of working
with a wide range of computer audio interfaces. An unlim-
ited number of listeners, each using his/her own copy of
the test unit, can be trained or tested, even at home, in
a convenient time, while their performance is under con-
trol of an instructor or experimenter, and the progress of
training over time can be monitored easily, by accessing
data storage module. Results stored in a database can be
browsed us ing general-purpose MySQL clients, which pro-
vide various methods of data manipulation useful to select
interesting subsets of the listeners’ results. At present three
types of tests are fully implemented: test of sound equal-
ization recognition, frequency and waveform recognition,
as well as dynamic range compression. Each area consists
of various tasks, either with predefined difficulty levels or
with freely adjustable parameters.

⋆ ⋆ ⋆
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Ultrasonic noise – determination of exposure levels
at workplaces with ultrasonic welders

Radosz Jan

Central Institute for Labour Protection
– National Research Institute
Czerniakowska 16, 00-701 Warszawa, Poland

One of the most common ultrasonic devices in the
working environment are ultrasonic welders. They emit im-
pulse noise very often with high levels exceeding MAI val-
ues. The level of ultrasonic noise exposure at workplaces
with welders is closely related to the number of produced
components, and the sound pressure levels during weld-
ing. The paper presents some problems of determining the
level of exposure to ultrasonic noise at workplaces with
ultrasonic welders including the measurement uncertain-
ties.

⋆ ⋆ ⋆

The concept of the underwater encrypted
communication system

Rodwald Przemysław

Polish Naval Academy
Śmidowicza 69, 81-103 Gdynia, Poland

This article presents the initial concept of the under-
water encrypted communication system. A block diagram
of the system We be presented and reflections on the var-
ious functional blocks will be discussed. An overview of
underwater acoustic modems available on the market will
be shown as well.

⋆ ⋆ ⋆

Analysis of the influence of uncertainty
determination of sound absorption coefficient
of the audience on the accuracy of prediction
of the reverberation time in concert halls

Rubacha Jarosław
Kamisiński Tadeusz
Pilch Adam

AGH University of Science and Technology
Faculty of Mechanical Engineering and Robotics
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

In the paper, analysis of dependences that allow to cal-
culate uncertainty of determination of the reverberation
time in rooms was carried out. Based on the propagation
of uncertainty, dependence of the maximum sound absorp-
tion coefficient of the audience on the assumed tolerance
range of room reverberation time was determined as well
as the range of its application. Basing on presented de-
pendences, method for calculating sound absorption coef-
ficient of the audience and determination of its variation
range for assumed tolerance of reverberation time was pro-
posed. Presented method allow to select seats for the audi-
ence at the stage of designing interior acoustics. Analysis
of the application was conducted based on three concert
halls.

⋆ ⋆ ⋆

Simulation studies of planar microphone arrays

Rudno–Rudziński Krzysztof, Dziechciński Paweł
Jakubów Maciej, lba@pwr.wroc.pl

Wroclaw University of Technology, Institute of Telecommu-
nication, Teleinformatics and Acoustics
Wybrzeże Wyspiańskiego 27, 50-370 Wrocław, Poland

The results of computer simulations of irregular planar
microphone arrays have been shown. Arrays were studied
consisting of 64 microphones on a frame-like square with
sides of about 1.9 m. The simulations have shown that it
is possible to adjust parameters of the arrays to the metro-
logical requirements, in particular a resolution, a dynamic
range, an angular extent of essential noise sources and a fre-
quency spectrum of a signal.

⋆ ⋆ ⋆

Compression of auditory space during
uniformly-accelerated forward self-motion

Sakamoto Shuichi1, Teramoto Wataru1,2

Furune Fumimasa1, Suzuki Yôiti1, Gyoba Jiro3

Tohoku University
1 Research Institute of Electrical Communication
2 Graduate School of Arts and Letters
3 Department of Psychology
Kawauchi, Aoba-ku, Sendai 980-8576, Japan

Spatial inputs from the auditory periphery can be
changed with listener’s various movements relative to the
sound source. Nevertheless, humans can perceive a stable
auditory environment and appropriately react to a sound
source. This suggests that the inputs are reinterpreted in
the brain, while being integrated with information on the
movements. Little is known, however, about how these
movements modulate auditory perceptual processing. We
investigate the effect of the linear acceleration on auditory
space representation. Participants were passively trans-
ported forward/backward at constant accelerations An ar-
ray of loudspeakers was aligned parallel to the motion di-
rection. A short noise burst was presented during the self-
motion from one of the loudspeakers when the listener’s
coronal plane reached the location of one of the speakers
(null point). The results of the experiments showed that the
sound position aligned with the subjective coronal plane
was displaced ahead o f the null point only during forward
self-motion and that the magnitude of the displacement
increased with increasing the acceleration. These suggest
a distortion of the auditory space in the direction of move-
ment during forward self-motion.

⋆ ⋆ ⋆

Doppler effect in underwater acoustic system

Salamon Roman

Gdansk University of Technology
Faculty of Ocean Engineering and Ship Technology
Narutowicza 11/12, 80-233 Gdańsk, Poland

The paper contains an overview of the Doppler effect in
underwater acoustic systems. Review is preceded by a dis-
cussion of the Doppler effect in the category of time com-
pression. Subsequently the Doppler methods used to mea-
sure the velocity and position of the observed objects are
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presented. Afterwards the Doppler phenomenon in the syn-
thetic aperture sonars is described. In the second part of
the paper the negative consequences of the Doppler effect
and methods of their limitations in conventional and silent
sonars are discussed.

⋆ ⋆ ⋆

Sonodynamically induced in vitro C6 glioma
cancer cells damage enhanced
by aminolevulinic acid (ALA)

Secomski Wojciech1, Bilmin Krzysztof2

Kujawska Tamara1, Nowicki Andrzej1

Grieb Paweł2

1 Institute of Fundamental Technological Research
Polish Academy of Sciences
Pawińskiego 5B, 02-106 Warszawa, Poland
2 Mossakowski Medical Research Centre
Polish Academy of Sciences
Pawińskiego 5, 02-106 Warszawa, Poland

Sonodynamic therapy is expected to be a novel thera-
peutic technique for glioma tumors. To determine the ef-
fect of ultrasound and aminolevulinic acid (ALA) on the
cancer cell damage, we exposed C6 glioma cells to 1 MHz
ultrasound at intensities 0.94, 1.88 and 3.77 W/cm2 for
3 min. We found that combined ALA + ultrasound ther-
apy (15%–13% living cells) is more efficient than ultrasound
alone (41%–27%) at intensities 0.94 and 1.88 W/cm2.
3.77 W/cm2 ultrasound was efficient to kill most cells inde-
pendently on ALA added. Standing wave was observed in-
creasing acoustical intensity by factor 7× – 10×. The results
might be useful for efficient sonodynamic tumor therapy.

⋆ ⋆ ⋆

Investigation of ultrasonic emulsifying processes
of linseed oil and water mixture

Skumiel Andrzej1, Józefczak Arkadiusz1

Heller Krzysztof2

1 Adam Mickiewicz University, Institute of Acoustics
Umultowska 85, 61-614 Poznań, Poland
2 Institute of Natural Fibres and Medicinal Plants
Wojska Polskiego 71b, 60-630 Poznań, Poland

Ultrasonic emulsifying processes of immiscible liquids
can be used to obtain stable emulsions. The authors used
ultrasonic sandwich head with energy concentrator to ob-
tain suitable value of energy density necessary for ultra-
sonic cavitation emerge. Two piezoelectric rings (Dext =
50 mm) transducers Pz-26 type produced by FERROP-
ERM were used to design of ultrasonic sandwich head. The
frequency ultrasonic wave was 18.4 kHz and time of ultra-
sonic transducer exiting 5 and 10 minutes. Visible bubbles
during generation of ultrasonic waves in mixture appeared
after exceed cavitation threshold. The authors determined
also cavitation threshold by measure electrical voltage con-
ducted to transducers. To receive durable emulsion the
electrical voltage attained 300 Vpeak. The dispersion de-
pendence on time emulsifying was determined. Emulsion
of linseed oil and water was stable through some months
without surfactants.

⋆ ⋆ ⋆

Exposure to ultrasonic noise
at metal finishing workstations

Smagowska Bożena

Central Institute for Labour Protection
– National Research Institute
Czerniakowska 16, 00-701 Warszawa, Poland

This article contains a measurement method and cri-
teria for assessing exposure to ultrasonic noise at worksta-
tions. The results of measuring ultrasonic noise and risk
assessment related to occupational exposure to ultrasonic
noise are presented to workstations where noise is occurring
as unintentional results of production process (so-called
not technological sources of ultrasonic noise). The mea-
surements were conducted during external machining of
elements and engraving, oxy-acetylene welding, electrical
welding, cutting and burning.

⋆ ⋆ ⋆

Tonality as a one of the fundamental properties
of music perception

Smolik Damian1, Damian.Smolik@fis.agh.edu.pl
Snakowska Anna2, anna.snakowska@agh.edu.pl
1AGH University of Science and Technology
Faculty of Physics and Applied Computer Science
al. A. Mickiewicza 30, 30-059 Kraków, Poland
2 AGH University of Science and Technology
Faculty of Mechanical Engineering and Robotics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

An important feature of the perception of numerous
audio waveforms used in music for people with developed
relative ears is the dependence of the perception of musi-
cal sensation at the given moment on the context preced-
ing the moment. This phenomenon will be referred here
to generally as the tonality. Tonality thus understood is,
among others, underlying the development of European
music of the late nineteenth century and it is conceivable
that it is going to play an important, perhaps even a funda-
mental role in the development of music and music theory
in the future. A complete theory of perception of audi-
tory sensations – should such a theory be ever created –
should include a mathematical description of tonality per-
ception. The aim of the authors of the article is to pro-
vide the most general model of the perception of aforemen-
tioned attribute of auditory sensation. The article outlines
the characteristics of the created model and provides the
prospects for its further development. The paper on the
subject of this article will be illustrated by relevant sound
examples.

⋆ ⋆ ⋆

Content based audio watermarking
in DWT domain

Sonoda Kotaro

Nagasaki University
Nagasaki City 851-2196, Japan

In this report, I propose a digital audio watermarking
method based on re-quantization of discrete wavelet coeffi-
cients. Re-quantization is applied to the relation of power
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averages of the detail coefficients sequence in a certain de-
composition level. It is expected that the deviations are
not to be varied against the attack as long as sound qual-
ity is not severely degrade before attack. Moreover, all of
payloads are embedded simultaneously to every position
of a certain decomposition level in wavelet packet trans-
form domain. Robustness and perceptibility are evaluated
through some computer simulations.

⋆ ⋆ ⋆

Sensitivity analysis of the acoustic field
parameters in the room on change
the boundary conditions

Suder–Dębska Katarzyna
Czajka Ireneusz
Czechowski Mateusz

AGH University of Science and Technology
Faculty of Mechanical Engineering and Robotics
Department of Power Engineering
and Environmental Protection
al. A. Mickiewicza 30, 30-059 Kraków, Poland

The area of environmental protection concern is to min-
imize the impact of technical objects to the environment.
Usually the most effective action to protect are those made
“at source”. For this reason, studies are conducted to mod-
ify the construction of machines, power machines, in partic-
ular, so as to minimize their impact on the environment. In
the case of environmental protection from noise is most con-
venient to carry out tests in an anechoic chamber. There-
fore it seems advantageous to develop a method to obtain
similar and reliable results as in an anechoic chamber, but
in thereverberant field. The main objective of this work
is a comprehensive analysis of numerical model of a labo-
ratory designed to acoustic tests of the selected energetic
machines. The geometry of the room comprising an area of
analysis is easy to project. The main difficulty in modeling
the phenomena occurring in the analyzed area can be given
a lack of knowledge of boundary conditions. Therefore, the
authors have analysed the sensitivity of some acoustic pa-
rameters of the room on change of sound absorption coef-
ficient.

⋆ ⋆ ⋆

Role of 4–8 kHz one-octave band component
for median plane sound localization

Suzuki Yôiti1, Iwaya Yukio2

Magariyachi Tetsu1, Otani Makoto3

1 Tohoku University Sendai
Research Institute of Electrical Communicaiton
Graduate School of Information Science
Japan
2 Tohoku Gakuin Univeristy Tagajô
Faculty of Engineering
Japan
3 Shinshu University Nagano
Faculty of Engineering
Japan

In contrast to horizontal plane sound localization, for
which interaural cues play important roles, median plane

localization is mainly determined by spectral cues, which
represent the spectral shape inputted to the ears charac-
terized by the incident angle of a sound. To clarify spectral
cues involved in HRTF in the median plane, we conducted
a sound localization test with broadband noises with differ-
ent one-octave band levels for 4–8 kHz band. To generate
these noises, pink noise was filtered so that the one-octave
band level varies from −6 to +6 dB. The noises were ra-
diated via one of two loudspeakers located at 30 and 60
degrees of elevations, respectively, in the median plane. As
a result, the perceived elevation was shifted according to
the band levels. The changes of perceived elevation resem-
bled those of relative power levels in the HRTFs. This sug-
gests that the spectral dips in the HRTFs whose frequency
systematically changes as a function of the elevation would
be an indirect perceptual cue but that the relative level of
this band would be a direct perceptual cue for elevation
perception.

⋆ ⋆ ⋆

Guidelines for the revision of national standards
for building acoustics

Szudrowicz Barbara
Mirowska Marianna
Nowicka Elżbieta

Building Research Institute (ITB)
Ksawerów 21, 02-656 Warszawa, Poland

The paper presents trends in a series of amendments
and additions to the standards PN-B-02151 “Building
acoustics. Protection against noise in buildings”. These
standards apply to residential buildings, housing and pub-
lic buildings and currently includes 3 parts:

• general requirements and the technical means of pro-
tection against noise in buildings,

• required noise level in rooms

• requirements for sound insulation in buildings (inter-
nal and external).

Standards covering the above issues from 1987 and 1999
and a number of provisions contained in these standards
has become outdated because of changes in other stan-
dards and documents involved. Regardless of your expe-
rience with the use of these standards indicate a need for
a number of changes and clarifications. A set of standards
does not include requirements for the protection of rever-
berant noise introduced into the polish regulations and re-
quirements for residential buildings with a higher standard
acoustic. These issues must be made by the establishment
of new parts of PN-B-02151.

⋆ ⋆ ⋆

Proposed acoustical classification
of sound residential buildings (apartments)

Szudrowicz Barbara
Nowicka Elżbieta

Building Research Institute (ITB)
Ksawerów 21, 02-656 Warszawa, Poland

Ensuring adequate acoustic comfort at home is an im-
portant social, technical, technological and economic pro-
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blem. The needs of individual people in ensuring the acous-
tic conditions in the apartments are very diverse. In a mar-
ket economy on the approach to this issue also have a big
impact economic aspects, both in terms of the whole coun-
try as well as individual families investing in their own
apartment. For this reason, the requirements for acous-
tic comfort should be graded from a level that ensures a
minimum (due to physical and mental health of the popu-
lation) acoustics in the place of residence up to the higher
levels corresponding to higher needs in this area. Transfer
to a diverse technical language requirements for acoustic
comfort at home means to determine acoustic requirements
for buildings with a higher (in varying degrees), standard
sound and how the acoustic classification of objects accord-
ing to the adopted higher minimum.

⋆ ⋆ ⋆

Assessment of left ventricular model strain
measurement obtained by means
of ultrasonic speckles tracking method

Trawiński Zbigniew1

Olszewski Robert2

Wójcik Janusz1

Nowicki Andrzej1

1 Department of Ultrasound
Institute of Fundamental Technological Research
Polish Academy of Sciences
Pawińskiego 5B, 02-106 Warszawa, Poland
2 Department of Cardiology and Internal Medicine
Military Institute of Medicine
Szaserów 128, 04-141 Warszawa, Poland

In the contemporary ultrasound elastography exists the
problem of the repeatability of the parameters measured by
using the ultrasound apparatus made by different produc-
ers. In this work the new method for assessment of the qual-
ity of the ultrasonic speckles tracking method is proposed.
Experiments were carried out using Artida Toshiba ultra-
sonograph with probe 3.5 MHz. The hydraulic model was
based on the SuperPump (Vivitro Systems Inc. Canada).
The Left Ventricular (LF) phantom (Fig. 1–2) is made as
10% solution of the POLY(VINYL ALCOHOL), 99% HY-
DROLYZED (M. 1,000 1.219,34/EA 1.219,34 23,0) (longi-
tude 10 cm, inner diameter 3 cm, outer diameter 5 cm).
During cycle of the pump, the Sample Volume (SV) of wa-
ter is going to the inside of the LF phantom and return to
the pump, providing changing the inner and outer diam-
eters of the LV phantom. The SV was changed 8, 16 and
24 ml. Heart rate was changed from 40 to 120 b.p.m. for
each SV. The parameters examined were: Radial Strain,
Circumferential Strain, for two positions of LV phantom:
1) 0 deg and 2) after turn left the LV phantom of 25 deg.
The nonparametric U-test Mann-Whitney was used for
confirmation that for 0 deg and 25 deg not exist any signif-
icant statistical difference between measured parameters.
For all cases the level of the coefficient of significance was
p > 0.05. The results of statistical analysis indicate that
the change of the acquisition angle not influences on mea-
sured above parameters. It may authenticate the applied
ultrasonic speckles tracking method implemented in ultra-
sound.

This work was supported in part by Polish National
Centre of Science (project N N518 292340).

⋆ ⋆ ⋆

Comparison of efficiency of homogeneus
and two-layer piezo elements in plates vibration
reduction – numerical study

Trojanowski Roman, Wiciak Jerzy

AGH University of Science and Technology
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

This paper presents the results of numerical studies on
efficiency of different structures of piezo elements used as
actuators. For this purpose numerical models were created
with ANSYS software that contained steel plate clamped
on all sides with piezo elements attached. Four elements
as sensors, one for vibration excitation and four as ac-
tuators. For each model sensor and actuators are always
cuboid elements, while actuators differ in shape and struc-
ture for different models. Harmonic analyses shown that,
two-layer piezo elements can be much more efficient in re-
ducing the vibration than homogeneous ones independently
of the shape of elements used.

⋆ ⋆ ⋆

Virtual room acoustics

Vorländer Michael

RWTH Aachen University, Institute of Technical Acoustics
Neustrasse 50, 52066 Aachen, Germany

Room acoustic auralization has been developed from
simulation algorithms and binaural technology in a historic
process of more than 20 years. Full-immersive Virtual Re-
ality (VR) systems, such as CAVE-like environments, have
been in use for about 15 years. The link between simulation
and auralization is the representation of the problem in the
signal domain and the treatment of sound and vibration by
signal processing. Apart from the simulation process, the
so-called called “rendering”, the development of audio re-
production of acoustic stimuli in VR is now at a stage where
integration of 3D sound is in the focus of general interest.
This applies to binaural synthesis as well as to full room-
acoustic simulation algorithms and to various applications
of 3D sound stimuli. In this presentation the state of the
art is summarized, and the contribution of the Institute of
Technical Acoustics in Aachen to this field is illustrated in
examples.

⋆ ⋆ ⋆

Sound intensity methods and laser anemometry
techniques in the studies of sound emission
in cases of acoustic disturbed flow

Weyna Stefan1, Mickiewicz Witold2

Pyła Michał1, Jabłoński Michał J.2

West Pomeranian University of Technology
1 Faculty of Marine Technology and Transport
2 Electrical Faculty
al. Piastów 19, 70-310 Szczecin, Poland

The birth of sound in hydro and aeroacoustics flow is
still not clearly described theoretically and verified experi-
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mentally. The paper will present the current views on the
origins of sound occurring in physical systems, which typ-
ically examine the numerical modeling (numerical study
of a group of models, CFD, FSI and CAA) adapted to
the theory of Vortex Sound Theory. It will show the re-
sults of acoustic studies of flow fields generated in lim-
ited systems (acoustic waveguides) and the acoustic near-
field regions, where the reactions are the effects of non-
linear wave amplitude-phase compounds. Performed ex-
perimental studies on the graphic description of the vec-
tor of parameters of the acoustic field generated by the
flow of acoustic waves in regions of the obstacles and
ambiguous. Research is conducted using the measure-
ment of sound intensity (SI) and the currently devel-
oped non-invasive methods of laser anemometry (PIV –
Particle Image Velocimetry and LDA – Laser Doppler
Anemometry) adjusttion to the study of acoustic (A-PIV,
A-LDA). The use of laser methods for testing acoustic
flow is shown as the own preliminary results. The re-
sults of experimental tests parameters of the acoustic wave
vectors (sound intensity and particle velocity) showing
the energetic phenomena occurring in the acoustics flow
fields confirm the crucial importance of innovative mea-
surement techniques in the development of knowledge of
the sound theory and point to their usefulness in con-
ducting validation of the theoretical results of numerical
models.

⋆ ⋆ ⋆

Effect of contralateral speech-in-noise
on the level of the distortion
product otoacoustic emissions
(DPOAES)

Wicher Andrzej

Adam Mickiewicz University
Institute of Acoustics
Umultowska 85, 61-614 Poznań, Poland

The main objective of this study was to determine the
influence of contralateral speech-in-noise on the level of
distortion product otoacoustic emissions (DPOAEs). Two
types of contralateral signals (CS) were used in the study:
speech presented against a babble masking noise and the
babble noise without speech signal. The CS was presented
at a level of 60 dB SPL. The signal-to-noise ratio (SNR)
was a speech reception threshold (SRT). The primary tones
with frequencies f1 and f2 (f2/f1 = 1.21) were generated
at levels of L1 = 60 dB SPL and L2 = 50 dB SPL. Ten nor-
mal hearing subjects participated in the study. The CS pro-
duced a decrease in the level of the DPOAEs (suppression
effect) in 88% of cases for f2 changing from 1000 to 8000 Hz.
The suppression effect was higher for babble noise with-
out speech signal than for speech against a babble masking
noise. A within-subject analysis of variance (ANOVA) re-
vealed a significant effect of CS type:

F (1, 9) = 9.66, p = 0.013.

This work was supported by a grant from the National
Science Centre No. N N518 405438.

⋆ ⋆ ⋆

Application of shape memory elements
to excitations or reduce vibrations of mechanical
structures an example cantilever beam

Wiciak Jerzy
Dąbrowski Kamil

AGH University of Science and Technology
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

Materials with shape memory are alloys or polymers ca-
pable in certain conditions to return to its previous “Mem-
orized” shape. In engineering practice, most widely used
alloy is nitinol, which is alloy of nickel and titanium. It
has two stable phase, the shape change occurs by changing
the phase low-temperature (martensite) at high temper-
ature (austenite) or vice versa. In engineering, the most
commonly used of this material: actuators, switches and
sensors. The actuator can be used as a vibration exciter, if
only enforce its work with the appropriate frequency. In this
work the shape memory alloys are used in this way. Per-
formed research has shown the ability to force cantilever
steel beams to vibration. Research of controlling the move-
ment was made: offset response structure in the frequency
domain and reduce or enhance the movement for a specified
range of frequency.

⋆ ⋆ ⋆

Perception and evaluation of sound fields

Wierstorf Hagen
Spors Sascha
Raake Alexander

T-Labs, TU Berlin
Straße des 17. Juni 135, 10623 Berlin, Germany

Sound field synthesis techniques claim to recreate a de-
sired sound field within an extended listening area. In order
to investigate the perceptual properties of the synthesized
sound field the listener has to be placed at different posi-
tions. In practice that can be quite difficult with real loud-
speakers. Another possibility to perform listening tests is
to present the field via binaural synthesis. This study in-
vestigates whether binaural synthesis is perceptually trans-
parent for the purpose of localization studies for sound field
synthesis. A localization test is performed comparing real
loudspeakers to two different binaural synthesis configura-
tions using non-individual head-related transfer functions
(HRTFs), once with and once without reflections. The re-
sults show only slight differences between real speakers and
HRTFs-based synthesis, resulting in a one degree greater
localization blur for the HRTFs without reflections than
for the other two cases.

⋆ ⋆ ⋆

Spherical sound panorama

Wierzbicki Jacek, wierzbic@agh.edu.pl

AGH University of Science and Technology
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

Directivity of sound field in measurement place is one
of the most important characteristic during environmen-
tal measurements in open space. The detection of arriving
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sound direction is a first step in data pre-selection in au-
tomatic monitoring system. Such technique can be used to
follow e.g. airplanes or car traces and indication of their in-
fluence on measured noise. It is necessary to use specialized
microphones in order to receive spatial information about
sound sources localization. Results from SoundField ST 350
microphone system recordings are presented on spherical
panoramas where each type of noise source is indicated
using different shape and color. For evaluation of spatial
recordings and for noise measurements documentation the
16 loudspeakers auralization system is proposed. A com-
plete 3D sound measurement, visualization and reproduc-
tion system with procedures of data acquisition, processing
and visualization will be the main results of investigations.
The idea of such system and first results are presented in
the paper.
The work was financed by The National Centre for Re-

search and Development (project no NR03 0030 06/2009).

⋆ ⋆ ⋆

The effect of a mode of playing on spectral
parameters of the clarinet sound

Wilczyński Tomasz
Kleczkowski Piotr

AGH University of Science and Technology
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

Seventeen notes were played on the clarinet, each at
five different sound levels corresponding to its five modes
of playing. The steady state portions of the recorded 85
sounds were analysed. Sounds with most salient features
were analysed using the Short-Time Fourier Transform
(STFT). A specific algorithm was used to derive a set of
parameters characterising the harmonic structure of each
sound from the STFT. A quantitative analysis of harmonic
structures of all sounds was performed. It revealed some
effects of sound level on that structure.

⋆ ⋆ ⋆

Measurement of vibration in a model
of the soundboard of Viola Organista instrument
with Laser Vibrometer

Wilczyński Tomasz
Kleczkowski Piotr

AGH University of Science and Technology
Department of Mechanics and Vibroacoustics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

Twenty four points were precisely spread over the
soundboard of a model of Viola Organista instrument. The
measurement was based on three realizations, each related
to the specific construction of a particular component of the
soundboard. The sounds were generated by three strings
tuned in quint, mounted on the bridge, which sticked to
the soundboard. Each string was stimulated by a cello bow
three times in the same time period for every recorded sig-
nal. The Laser Vibrometer, calibrated to a specific range,
was used to measure vibration. It was plugged into the
spectrum analyser. The values of signal energy were ob-
tained from analyser output, after appropriate processing.

The maps of energy of signal vibration were obtained with
the use of soundboard geometry.

⋆ ⋆ ⋆

Cumulative method of the image reconstruction
in synthetic aperture. Experimental results

Wójcik Janusz, Trots Ihor, Lewandowski Marcin

Institute of Fundamental Technological Research
Polish Academy of Sciences
Pawińskiego 5B, 02-106 Warszawa, Poland

An analytical model of imaging using synthetic aper-
ture (SA) methods is presented. This model takes into ac-
count: fundamental features of an environment, of an elec-
tric transmission/reception path and a description of SA
structure – possible schemes of transmission, reception and
image formation. Then two schemes are analyzed: a pro-
posed cumulative synthetic transmit aperture (CSTA) and
for comparison of the standard STA schemes. For both
methods identical basic parameters – equal sequences of
transmit and receive transducers were applied. The dis-
tinctive feature of CSTA is gathering (summing up) echoes
of subsequent transmissions in one acquisition matrix suffi-
cient for image reconstruction. In traditionally applied STA
methods a separate acquisition matrix for each transmis-
sion is created. Therefore there are a dozen to several dozen
more matrices and the time of image reconstruction is at
least several times longer than in CSTA. The presented ex-
perimental results ob tained using wire and tissue mimick-
ing phantoms have shown the comparable imaging quality
in both methods.

⋆ ⋆ ⋆

The relationship between the subjective
and objective measurement of sound intensity
leveling between the violin strings

Wrzeciono Piotr

Warsaw University of Life Sciences
Faculty of Applied Informatics and Mathematics
Nowoursynowska 159, 02-776 Warszawa, Poland

The sound intensity leveling between the violin strings
is an important property of this instrument. This property
is evaluated during the violin making competitions because
this parameter has high influence on a playing technique.
This paper presents the relationship between the objec-
tive parameters which describe the sound intensity level-
ing and the evaluation made by jurors of the 10th Inter-
national Henryk Wieniawski Violin Making Competition.
The parametrization of sound intensity leveling was real-
ized with using the method based on searching for low en-
ergy modes below 198 Hz in the recordings of violin sounds.
The arithmetic mean of the modules of differences of the
sound intensity between the violin strings: G-D, D-A and
A-E was used as the main objective parameter describing
the violin strings leveling. The mentioned arithmetic mean
was compared with the evaluations made by the jurors of
the violin making competition. In this research the AMATI
multimedia database was used.
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The analysis of the objective possibility
of reconstruction of the baroque violin timbre
aesthetics

Wrzeciono Piotr
Orłowski Arkadiusz

Warsaw University of Life Sciences
Faculty of Applied Informatics and Mathematics
Nowoursynowska 159, 02-776 Warszawa, Poland

At present, the Baroque music is becoming more and
more popular. A historical performance of Baroque mu-
sic is also a subject of interdisciplinary research and the
need of making the good replicas of historical music instru-
ments is still growing. But in this case, the main problem
is the inability to direct research of original musical instru-
ments sound. The reason for this are the changes in mate-
rial structure related to aging of wood. Thus, the sound of
the preserved historical bow instruments is different from
the original state. The developing of method to recreate
the original sound of historical violins is very important.
During the work we plan to use the results of latest re-

searches related to the automatic evaluation of the quality
of sound of musical instruments and develop new classifiers
of this kind.
We want to achieve this aim by using information tech-

nology, especially MIR (Music Information Retrieval). It is
also needed to make interdisciplinary studies on acoustics,
psychoacoustics and Baroque music aesthetics. The results
of mentioned researches will be used to develop methods to
build excellent replicas of baroque violin and write a com-
puter application to support the violin makers.

⋆ ⋆ ⋆

Uncertainty assessment for airborn sound
reduction index measuremets with reduced size
of the sample

Wszołek Tadeusz

AGH University of Science and Technology
al. A. Mickiewicza 30, 30-059 Kraków, Poland

The problems with reproducibility of sound reduction
index measurement results, not only for inter-laboratory
research but also in the same laboratory, evidence of the
occurrence of some factors that increase measurement un-
certainty. The origins might lie in the inhomogenities of
the acoustic field in the both rooms and reverberation time
in the receiving room. Further factors include the flanking
transmission, the background noise, especially at high val-
ues of insulation, the way of mounting the samples within
the window and the reduced dimensions of the window as
well a proper sample sealing. Using the propagation uncer-
tainty law, uncertainty analysis of partial above mentioned
factors have been made as well their impact on the ex-
panded uncertainty in 1/3 octave bands and sound reduc-
tion index Rw. The analysis indicates the most influential
factors on the final accuracy of measurements, including
the impact of deviations from ISO standards, especially the
reduced size of the sample and increased the reverberation
time.
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Methods of cognitive categorization
for analysis of pathological speech

Wszołek Wiesław

AGH University of Science and Technology
Faculty of Mechanical Engineering and Robotics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

The presented article discusses the results of studies
aimed at an attempt to systematize the methods used
in construction of intelligent systems for medical diagno-
sis, based on the analysis of acoustic speech signal. New,
original acoustic speech signal parameters have been pro-
posed (called relative power coefficients), which introduce
additional information concerning the changes of the voice
channel parameters (treated as a sound source), and man-
ifested by deformations of the speech signal. A new, orig-
inal approach has been presented, based on the concept
of automatic understanding. In general the understand-
ing is distinguished from recognition by the fact that it is
strongly knowledge based. In the meaning considered here
the term“automatic understanding” denotes such an analy-
sis of the deformed speech signal, which is oriented towards
revealing the origins of the observed signal deformations.
The practical importance of the cognitive methodology pro-
posed in the paper follows from the growing importance of
correct diagnosis for a wide variety of pathologies, manifest-
ing by improper structure of the speech signal produced by
the examined patient. In principle the problem is mainly of
medical nature, but it seems also plausible to have in mind
its social aspects.

⋆ ⋆ ⋆

A self-organizing map in supporting air traffic
noise monitoring systems

Wszołek Wiesław
Kłaczyński Maciej
Batko Wojciech

AGH University of Science and Technology
Faculty of Mechanical Engineering and Robotics
al. A. Mickiewicza 30, 30-059 Kraków, Poland

Acoustic phenomena generated by various systems (bi-
ological, technical, related to environment, etc.) can be rel-
atively precisely recorded and investigated by extracting
acoustic parameters. However, at attempts of practical ap-
plications a large number of difficulties – related to the
interpretation of recorded data according to the practical
needs – arise. Tasks of analysis and recognition of sound
signals, which – as a residual process – are emitted by
technical objects are very difficult. Standard methods of
processing and classification of acoustic signals applied in
diagnostics are disappointing in all problems, in which we
have to assess the noise arduousness, not the noise itself.
Application of an artificial intelligence can be included in
those information methods, which are able to combine the
possibilities of the traditional acoustic measurements tech-
nique with the requirements of modern monitoring systems
of air noises. The concept of the application of advance d
methods of artificial intelligence as analytical tools at mon-
itoring air traffic noises – is presented in the hereby paper.
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Efficient phantom source widening

Zotter Franz
Frank Matthias

University of Music and Performing Arts
Institute of Electronic Music and Acoustics
Leonhardstraße 15, 8010 Graz, Austria

A suitably controlled pair of loudspeakers symme-
trically arranged with regard to the listener allows to create
an auditory event of adjustable width. This auditory event,
the so-called phantom source, is usually narrowest when
both loudspeakers are driven with the same signal. It is gen-
erally known that the phantom source can be adjusted to
a variable direction in between the loudspeakers by control-

ling broadband time-delay and/or level differences of
the loudspeaker signals. Moreover, the literature about
(pseudo-)stereophony describes that nonuniform level dif-
ferences or time-delay differences over frequency are suit-
able to widen the phantom source. A recently presented
time-delay based method seems to be efficient, but seems
to be restricted to the central listening spot. This con-
tribution investigates an alternative comb filter structure
that creates pure level differences instead and compares the
time-delay and level-difference based approaches on central
and shifted listening positions based on the interaural cross
correlation coefficient and third-octave levels to assess co-
loration.

⋆ ⋆ ⋆
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