
Abstract:

1. Introduction

Intelligent Space or iSpace is a new kind of computing
system aiming at improving the environments of humans,
creating a natural and easy to use solution. Its main featu-
re is that the intelligence is not implemented separately in
the actors, but it is distributed in the whole space. In this
paper, we present a hand gesture and movement recogni-
tion system, whose purpose is to be used as an intuitive
interface for the iSpace.
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A new paradigm in user-machine interaction is “
” [1]. The main goal of Ubiquitous

Computing systems is to offer such an interface to the
user that should be so natural and easy to interact with,
that users become unaware of the fact that they are using
a computing system.

( ) [2] is a special intelligent
implementation of the Ubiquitous Computing paradigm,
which can be any smart area, such as a room, a railway
station, an underpass, road crossing, or even a town, etc.
equipped with intelligent sensors and agents. The main
feature of the iSpace is that the intelligence itself is not
present in the agents but it is distributed in the whole
space. Thus, the architecture of the artificial agents,
such as robots, is quite simple as they are coordinated by
the intelligent sensors. Another important feature of the
Intelligent Space is its capability of observing what is
happening in it and to build models of the environment.
In case of necessity the iSpace is also capable to interact
with the environment in order to achieve some kind of
change or give information to its users.

In this paper, authors introduce a new human-ma-
chine interface to iSpace applications which is intuitive
and easy to use. By this, users become able to issue or-
ders to the iSpace assuming simple gestures of their
hands and/or issuing movements with them.

The rest of this paper is organized as follows: Section
2 describes the most important features and the architec-
ture of the iSpace. Section 3 details the set up and the
operation of the proposed man-machine interface. Sec-
tion 4 analyzes the performance of the experimental sys-
tem. Finally, Section 5 concludes the paper and outlines
possible improvements.

Ubi-
quitous Computing

Intelligent Space iSpace

2. The Intelligent Space

3. The new hand gesture and movement
controlled human-machine interface

Today, with the spread of machine intelligence,
“ ” became a popular tool for humans
collecting information, bearing, forming the environ-
ment, getting assistance etc. Intelligent Space (iSpace)
is an intelligent environmental system offering ambient
intelligence for improving the comfort and safety of
everyday life as well as for achieving personalised heal-
thcare and independent living for disabled persons. The
main and ultimate goal of such systems is to build an
environment that is human centered, comprehends hu-
man interaction, and satisfies them [3]. This means that
the system should be easy to use for the people in it: they
should be able to express their will through intuitive
actions and there should be no need for them to learn
how the system is to be used.

The most characteristic feature of the iSpace is that
the intelligence is distributed in the whole space, not in
the individual agents. Furthermore, iSpace is able to mo-
nitor what is going on in the space and is able to build
models based on this knowledge. The system is also cap-
able to react with its environment and provide informa-
tion or physical services to its users.

There are several applications currently developed or
planned for the iSpace. These include the monitoring of
physiological functions of humans, the positioning and
tracking of humans [3], the localization of mobile robots
[3], the control of robots [3], and finding paths for them
by using itineraries taken by people [4], etc.

For detailed description of the structure and opera-
tion of iSpace, see [2], [3], [4], and also the paper of the
authors of this paper published at IA'2009 [5].

At current stage of the development, the procedures
described in this section assume that the whole field of
view of the sensor is filled with a homogeneous back-
ground and the user makes hand gestures and movements
before this background. No other parts of the body or ot-
her objects are visible on the image delivered by the
sensor; however the absence of the hand is permitted.

Hand gesture recognition and the three dimensional
modeling of the hand works with the input of two came-
ras. For this procedure it is presumed that the hand is ful-
ly visible on both input images or not visible at all and
that the hand is steady. A further assumption is that
stretched fingers are well separated and that the hand
stays parallel to the cameras.

smart environment

A. Overview of the system
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Fig. 1. Gesture estimation and three dimensional recon-
struction workflow.

Hand tracking and movement classification uses only
the input of one camera. In the case of these procedures
we assume that the hands are moving slowly or they are
steady. Hands visible on the picture never touch or over-
leap with each other. Furthermore, at most two hands are
to be seen on the input sequence.

In this way the software part of the system consists of
two main components: the first one processes two images
of a stereo camera pair and has two functions: it classifies
hand gestures and yields three dimensional locations of
feature points of the hands. The second takes only the
video stream of one camera as an input and performs the
tracking of a slowly moving hand. Furthermore, it tries to
match the shape of the movement with one of the prede-
fined shapes. In the current implementation two prede-
fined shapes are considered: a line and a circle but in the
future other shapes will be defined, as well. The work-
flows of these two components are illustrated in Figure 1
and 2, respectively.

The first step of both components is the extraction of
skin regions. To achieve this, histogram back projection
is performed as described in [5]. The next steps to retrie-
ve areas containing skin include applying a threshold to
the back projected image and locating the connected
components, discarding those having the area below
a given threshold.

The three dimensional model of the hand captured by
the sensors consists of the spatial location of the feature
points of the hand. Three steps are executed in order to
build the model: first feature points are extracted
separately in both images. Then, these feature points are
matched and finally, three dimensional coordinates are
calculated using the known camera matrices.

The matching occurs separately for the peaks and the

B. The 3D model

valleys using the fuzzy based matching algorithm [6].
Finally, the DLT method is adopted in order to perform
the triangulation which will yield the three dimensional
coordinates of the feature points.

The matched peaks and valleys (see [5]) are used not
only to build a spatial model but to estimate the current
hand gesture, as well.

Currently, three hand gestures have been defined
which are called hand gesture A, B and C, respectively.
Gesture A represents a hand with all five fingers stretched
out. Gesture B is a closed fist. Finally, thumb, index and
middle fingers are stretched out in case of gesture C,
whilst the other two are bent. For each predefined hand
gesture the number of peaks and valleys is stored and the
count of respective feature points on the processed frame
is compared to the stored count of the predefined
gestures, as summarized in Table 1.

The hand gesture estimator can yield five types of
result which are: no hand on the picture, gesture A,
gesture B, gesture C, other type of gesture.

In order to track the motions of the hand a simplified
approach based on the one presented in [7] is developed.
We consider only the center of gravity of the blobs, which
can be computed as follows:

(1)

where denote the center of gravity of the blob and
is the intensity at a given position.

Expected peaks 5 0 3
Expected valleys 4 0 2
Accepted peaks At least 5 Exactly 0 Exactly 3
Accepted valleys At least 3 Exactly 0 At least 1

The reason for taking only center of gravity into
account is that color information is unnecessary, as all
blobs represent hands and have thus the same color.

C. Hand gesture estimation

D. Hand tracking

Gesture A B C

Table 1. Expected and accepted peak and valley count for
each type of hand gesture.

( , )x y
b(x, y)

c c

Fig. 2. Block diagram of the hand tracking and movement
estimation.
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Fig. 3. The experimental setup (d is the distance of the tip
of the index finger from the homogeneous background).

Table 2. Results of the hand gesture prediction.

d d d
d

X Y

d

B. Functional test
We have worked with two types of tests. The purpose

of the functional tests is to get the ratio of correct an-
swers of the implemented modules when the given pre-
conditions are met. The first measurement tests whether
the hand gesture classifier based on the peaks and valleys
count is able to differentiate between the predefined
hand gestures A, B, and C and some negative gestures
which have different count of peaks and valleys using 50
samples for each gesture type. It was found that this
procedure gives acceptable results if the hand lies apart
from the homogeneous background and does not lie too
near the camera. (In the first case, the contour might be-
come noisy due to the hand region touching the shadow
while in the latter one, peaks and valleys may fail to be
detected.) The results of the measurement series satis-
fying these constraints are summarized in Table 2.

Input/Response A B C Negative
A 46 0 0 4
B 0 50 0 0
C 0 0 45 5
Negative 0 0 0 0

The second test aims at determining the accuracy of
the three dimensional reconstruction. As also stated in
[10], due to the lack of ground truth, it is more conve-
nient to measure the jitter of the reconstruction rather
than the absolute position itself. We measured the jitter
at three different locations ( =22 cm, =32 cm, =42 cm,
where is the distance of the tip of the index finger as
shown in Figure 3), using 20 samples at each location. It
was found that the spatial reconstruction gives little
jitter in the directions parallel to the camera planes (i. e.
directions and ), and it yields higher jitter in the
direction perpendicular to the plane though the values
are still usable. Results for =32 cm are summarized in
Table 3. Here Deviation means the standard deviation of
the vector of the given coordinate component

(2)

where denotes the vector of the coordinates, is
the average of the coordinates, and is the number of

X X avg
X N

Their size will also be approximately the same, as they are
about the same distance from the camera. Finally, speed
is neglected because it was assumed that tracked hands
move slowly.

The tracking procedure works in the following way: in
each frame it tries to match the current blobs to those of
the previous frame by finding the minima of the match-
score matrix of the distances of the blobs of the current
frame and the previous one. The same ID is assigned to
the matched blobs throughout the whole sequence.
A new unique ID is assigned to unmatched blobs (which
are supposed to belong to hands that have just entered
the scene). The sequence of the centers of gravity is sto-
red for each blob. This sequence is referred to as the

of the blob. When a hand leaves the scene, no
blobs in the next frames will be matched to it again, and
thus its motion history ceases to grow.

The recognition of predefined movements is achieved
on a rule based manner by using some statistical parame-
ters of the motion history yielded by the tracking proce-
dure.

For each motion type to be estimated, appropriate
thresholds for the statistical parameters have been set.
Each motion history belonging to a hand still visible on
the image is matched (until the first steady point) to
each of the threshold-sets, and if all constraints of a gi-
ven threshold-set are met, the appropriate motion is pre-
dicted. Thus, the possibility that more than one motion
type is predicted for the same movement is not intrin-
sically excluded. The considered parameters for linear
motion are the sum and variance of the angles betwe-
en two subse

In case of the circular motion the parameters taken
into consideration are the following: the maximum and
minimum values of the angle between the motion vector
and axis must be above and below an upper and lower
bound, respectively. The average of this angle also has to
be below a given upper threshold. The averages and sums
of shift in directions and have all to be below an upper
bound.

mo-
tion history

x

x y

E. Movement recognition

quent motion vectors, to which upper thres-
holds have been set and one of the sums of the shift in di-
rections or has to be above a lower threshold.

We have built an experimental set up for testing and ana-
lyzing the performance of the new interface. The hard-
ware part of the testing system consists of two web ca-
meras (Genius Look 316) connected to a PC (CPU: AMD
Athlon 64 4000+, 1 GB RAM, OS: Windows XP). The ca-
meras are located at one end of a table. At the other end a
homogeneous background is mounted. The image proces-
sing algorithms are running on the PC and are implemen-
ted using OpenCV [8]. For the camera calibration the Ca-
mera Calibration Toolbox for Matlab has been adopted
[9]. The experimental setup is illustrated in Fig. 3.

x y

4. The experimental system
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the valid samples. At =42 cm there were three samples
where the peak of the index finger failed to get detected.
Deviation for and components is calculated similarly.

Direction Maximum difference Deviation
X 2.75 0.80
Y 3.46 0.80
Z 13.30 3.71

The third test demonstrates the performance of trac-
king. The tracker assigns an ID to each yet unidentified
blob entering the scene, which should be kept until the
object corresponding to that blob leaves the scene. The
tracker meets this requirement in case of the predefined
working conditions.

The last test measures the performance of the hand
movement classifier. Both movements were performed 16
times from various starting points and in various direc-
tions. The linear movement classifier recognized linear
motion 13 times whilst circle classifier gave the right re-
sult 12 times. Thus, the classifiers have an acceptable
performance.

The timing tests measure the time necessary to com-
pute the steps described in the previous sections. It is
important that these procedures work at real time speed
in order to be used for the intuitive interface.

For the first subsystem (see Figure 1) the considered
steps were contour extraction, peaks and valleys localiza-
tion, feature point matching, and computation of the
spatial points. Each of the first three steps was found to
operate in the order magnitude of 10 ms, which is about
the frame grabbing rate of commercial 15-30 Hz web ca-
meras. The time needed by spatial reconstruction was
significantly shorter: it was found to be in the order of
magnitude of 10 μs.

The steps considered for the second subsystem (see
Figure 2) are blob extraction, blob tracking, and testing
for circular and linear movements. Magnitude of blob
extraction time is the same as that of frame grabbing,
blob tracking and shapes detecting time was 100 μs and
10 μs, respectively.

In order to measure the time the standard C routine
was used. As the granularity of this timer is larger

than the measured intervals, the timings were obtained
by averaging more measurements.

d

Y Z

Table 3. Jitter measurement results for d=32 cm. All the
values in the table are shown in mm.

clock()

C. Timing tests

5. Conclusions and future work
In this paper the concept and the experimental setup

of a new man-machine interface are introduced. This in-
terface makes able humans to control iSpace by hand
gestures and hand movements. The presented experimen-
tal setup at current stage is able to classify three simple
hand gestures and two basic hand movements.

In our future work we plan to extend the interface to
be able to understand more hand gestures and hand mo-
vement instructions. The reliability of the operation can
be increased by applying a more sophisticated hand mo-

del, by taking into account the position and direction of
fingers as well. To make more “natural” the use of the in-
terface we will also examine how could we neglect such
limitations required in the first implementation like ho-
mogeneous background, non-touching, non-overlapping,
and slowly moving hands.
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