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A b s t r a c t  
 

T h e intel l igent progra m m ing pa ra d igm  is  c ons id ered  a s  a  c onc ept th a t 
c om b ines  tw o b a s ic  properties  of  a  s oph is tic a ted  s of tw a re,  na m el y :  
a d a ptiv e tu ning a nd  ev ol u tiona ry  s el f -orga niz a tion.  S u c h  properties  c a n b e 
rea l iz ed  a t th e a l gorith m ic  l ev el  u s ing ob j ec t-oriented  progra m m ing 
l a ngu a ges .  
 
K e y w o r d s :  a d a ptiv e s im u l a tion,  s el f -orga niz a tion,  C AD  s y s tem ,  V L S I  
d es ign.  
 
W yk o rz ys t an ie p arad yg m at u  p ro g ram o w an ia 
in t elig en t n eg o  w  s ys t em ac h  p ro j ek t o w an ia 
w s p o m ag an eg o  k o m p u t ero w o  

 
S t r e s z c z e n i e  

 
Pa ra d y gm a t progra m ow a nia  intel igentnego j es t roz pa try w a ny  j a k o 
k onc epc j a ,  k tó ra  ł ą c z y  w  s ob ie d w ie z a s a d nic z e w ł a s noś c i 
s k om pl ik ow a nego oprogra m ow a nia ,  m ia now ic ie:  a d a pta c y j ne d os tra j a nie 
m od el i i ic h  s a m oorga niz a c j a  ew ol u c y j na .  W  a rty k u l e pok a z a no,  ż e 
om ó w ione w ł a ś c iw oś c i m ogą  b y ć  rea l iz ow a ne z  w y k orz y s ta niem  
s pec j a l ny c h  a l gory tm ó w  s y ntez y  m od el i s k ł a d nik ó w  ob iek tó w  u l ega j ą c y c h  
s y m u l a c j i ora z  pa ra d y gm a tu  progra m ow a nia  ob iek tow ego.   
 
S ł o w a  k l u c z o w e :  s y m u l a c j a  a d a pta c y j na ,  s a m oorga niz a c j a ,  s y s tem y  
proj ek tow a nia  w s pom a ga nego k om pu terow o,  proj ek tow a nie u k ł a d ó w  
s c a l ony c h  o d u ż y m  s topniu  s c a l enia .  
 
1 .  I n t ro d u c t io n  
 
S imulat ion and comp ut er-aided design ( C A D ) of  obj ect s w it h  

sop h ist icat ed beh av ior,  such  as v ery  large scale int egrat ion circuit s 
( V L S I ),  robot ic sy st ems,  economy  sy st ems and so on req uire t h e 
use of  p rogramming p aradigm,  w h ich  ref lect s t h e comp lexit y  of  
such  sy st ems and allow s us t o simulat e adeq uat ely  sop h ist icat ed 
relat ions bet w een t h e p art s of  t h e ment ioned sy st ems.  A ny  
comp lex obj ect  ( sy st em) dif f ers f undament ally  f rom “ ordinary ”  
obj ect s ( sy st ems) by  a number of  sp ecif ic f eat ures,  and t h e most  
remark able among t h em are [ 1 ] :  uniq ueness of  beh av ior ( each  
comp lex sy st em is dist inct  f rom t h e ot h ers p ossessing uniq ue 
p rop ert ies),  unp redict abilit y  of  f ut ure st at es,  inf ormat ion no-
ent rop y  ( t h at  is,  t h e cap abilit y  of  t h e sy st em f or reducing t h e 
unp redict abilit y  of  beh av ior during sy st em op erat ion),  and 
st ruct ural h et erogeneit y .  A s t o T uring’ s st at ement  [ 2 ] ,  any  model 
of  comp lex obj ect  t h at  ref lect s adeq uat ely  t h e beh av ior of  such  an 
obj ect ,  is as sop h ist icat ed as t h e original obj ect .  T h us,  dealing w it h  
t h e p roblem of  comp lex obj ect s design and analy sis,  w e come up  
against  t h e p roblem of  ch oosing a p rop er p rogramming p aradigm 
p ossessing exp ressiv e t ools f or simulat ion.   
A  p ossible ap p roach  t o t h e dev elop ment  of  t h e int elligent  

p rogramming p aradigm is discussed in t h e p ap er,  and t h e examp le 
of  t h e V L S I  C A D  sy st em,  in w h ich  t h e abov e p aradigm is 
realiz ed,  is p resent ed.  

2 .  T h e c o m p lex it y o f  VL S I  
 
T h e ch allenge of  h igh -accurat e simulat ion of  comp lex obj ect s is 

w idely  discussed in lit erat ure.  W e w ould lik e t o illust rat e t h e 
sources of  comp lexit y  p h enomenon by  t h e examp le of  a V L S I .  
T h e req uirement  of  h igh -p recision simulat ion of  V L S I ,  esp ecially  
if  w e deal w it h  p recision int egrat ed op erat ional amp lif iers,  
analogue f ilt ers,  embedded elect ronic sy st ems and so on,  is 
cust omary .  T h is brings up  t h e p roblem of  sy nt h esis of  h igh -
accurat e models of  V L S I  comp onent s and t h e p roblem of  ef f ect iv e 
use of  such  models in comp ut er-aided design.  T h e w ay  t o do t h is 
is t h e sy nt h esis of  h y brid models combining p h y sical and circuit  
models in t h e simulat ion p rocess.  T h e necessit y  of  considering 
p h y sical ef f ect s in combinat ion w it h  t h e circuit  design st age st ems 
f rom t h e f act  t h at  a number of  ef f ect s cannot  be t ak en int o account  
if  circuit  models are solely  used.  M uch  ev idence p oint s t o t h is 
conclusion.  F or bet t er underst anding of  t h e essence of  t h e 
ment ioned ch allenge,  let  us consider a simp lif ied st ruct ure of  t h e 
int egrat ed n-ch annel M O S  t ransist or p resent ed in F ig.  1 .  
 
 

 
 
F i g . 1 .  A  s i m p l i f i e d  s t r u c t u r e  of  a  M O S -t r a n s i s t or  w i t h  s p u r i ou s  c om p on e n t s  
R y s . 1 .  U p r os z c z on a  s t r u k t u r a  t r a n z y s t or a  M O S  z  e l e m e n t a m i  p a s oż y t n i c z y m i  
 
A s can be seen,  t h e st ruct ure of  t h e M O S -t ransist or consist s of   

a number of  p assiv e comp onent s ( F ig.  1  sh ow s f iv e cap acit ances) 
and act iv e comp onent s ( f or simp licit y ,  a single n+pn p arasit ic 
t ransist or is p resent ed in t h e F igure,  but  act ually  t h ere are  
a number of  p arasit ic t ransist ors accomp any ing such  a M O S  
st ruct ure).  T h e f ragment  giv en in F ig. 1  exh ibit s f iv e inh erent  
cap acit ances:  C S G - bet w een t h e source lead and t h e gat e,   
C D G – bet w een t h e drain lead and t h e gat e,  C S S U B  – bet w een t h e 
n+-source and t h e p-subst rat e,  C D S U B  – bet w een t h e n+-drain and 
t h e p-subst rat e,  and CGS U B  – bet w een t h e gat e and t h e p-subst rat e,  
and t h e lat t er in t urn is comp rised of  t w o cap acit ances - t h e 
cap acit ance bet w een t h e gat e and t h e ch annel CGC  and t h e 
cap acit ance bet w een t h e ch annel and t h e subst rat e C C S  ( are not  
sh ow n in t h e F igure).   
C ap acit ances C S G and C D G are const ant ,  w h ereas CGS U B ,  C D S U B  

and CGS U B  v ary  in magnit ude w it h  v ariat ion of  t erminal v olt ages 
( t h at  is,  p h y sical st at es of  t h e st ruct ure).  I n addit ion,  t h ere is  
a p arasit ic bip olar n+pn t ransist or T  w it h  t h e n+-source region as 
t h e emit t er,  p-subst rat e as t h e base,  and n+-drain as t h e collect or.  I t  
comes int o p art icular p rominence f or a sh ort -ch annel M O S -
t ransist or,  because a sh ort  ch annel p lay s a role of  a t h in base of  t h e 
n+pn p arasit ic t ransist or p rov iding a reasonable v alue of  p aramet er 
β t h at  may  imp act  signif icant ly  on t h e beh av ior of  t h e general 
M O S  t ransist or.  
S ome of  t h e circuit  comp onent s sh ow n in F ig. 1  are dep endent  

not  only  on lead v olt ages,  but  also on inner p h y sical p aramet ers 
and v ariables of  t h e st ruct ure,  such  as t h e int ensit y  of  t ransv erse 
and lengt h w ise elect ric f ields across t h e ch annel,  carrier mobilit y  
and densit y ,  t w o- and t h ree-dimensional ef f ect s including p arasit ic 
ef f ect s,  dop ing concent rat ion and so on.  F or examp le,  t h ey  are 
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capacitance CGSU B  and the n+pn-transistor.  T here are a lot of  
publications on this topic, w here ef f orts hav e been mounted to 
ov ercome the problem of  simulation parasitic and second-order 
ef f ects and to hit on plausible solutions remaining  in the contex t of  
circuit models.  B ut unf ortunately  all the proposed methods are 
oriented to the realiz ation of  more and more sophisticated models 
of  components rather than on the w ay s in w hich such models can 
be adapted to the v ary ing  phy sical states of  semiconductor 
structures.  
As to the V L S I  CAD  sy stems, the main idea, w hich prov ides 

the f oundation of  adaptiv e sy stems, is to ex tend the set of  
v ariables that describe phy sical states of  the integ rated circuit, by  
the w ay  of  combination of  sev eral stag es of  desig n w ithin an 
integ rated throug h desig n simulation.  
T he ex perimental V L S I  CAD  sy stem L I N E  dedicated f or the 

desig n of  analog ue integ rated circuits, in w hich the phy sical and 
circuit simulation phases w ere combined in the f orm of  the 
throug h desig n CAD  sy stem, has been created some y ears ag o at 
the N ational T echnical U niv ersity  of  U k raine, and later research 
has been continued at the W est P omeranian U niv ersity  of  
T echnolog y  in S z cz ecin, P oland.  I t is appropriate to recall here 
that, on the abov e reasons, phy sical as w ell as circuit models 
sy nthesiz ed in this CAD  sy stem are not f undamentally  
conserv ativ e, they  are steadily  tuned and v aried according  to the 
v ary ing  phy sical states of  transistors.  I n other w ords, the 
sy nthesiz ed models hav e no f ix ed structures and parameters, and 
they  are modif ied as new  inf ormation on phy sical states of  I C 
transistors becomes av ailable.  I n this connection, tw o issues are of  
a f undamental nature:  w hat methods hav e been used as the basis 
f or model sy nthesis in the abov e throug h desig n sy stem and in 
w hat manner controls mig ht be ex erted in such a sy stem to 
prov ide correlated actions of  all the modules.  N ex t w e w ould lik e 
to concentrate on the idea of  the adaptiv e simulation as a possible 
approach to the dev elopment of  the simulation sy stem w ith the 
desired properties.   
 

3. A d a p t i v e  m o d e l s  s y n t h e s i s  
 
Adaptation, in g eneral, is the f eature of  a sy stem to tune its 

architecture and component f unctions w ith the aim of  f inding  
optimal mode of  operation.  I n particular, adaptiv e simulation in 
CAD  sy stems means the w ay  of  model f ormation using  step-by -
step approx imation of  models that allow s us to max imiz e the 
accuracy  of  simulation.  T he topic of  adaptiv e model building  has 
been studied as a g eneral scientif ic problem applicable in v arious 
areas of  human activ ity , such as economy , automated control, 
artif icial intellig ent sy stems and so on.  I n spite of  dif f erent 
applications, the proposed approaches hav e many  common 
f eatures.  W e w ould lik e to restrict our consideration to the tw o 
methods only , they  are:  the method of  block  building  complicated 
models using  adaptors [ 3 ]  and poly nomial model sy nthesis using  
the method of  g rouping  arg uments [ 4 ] .  
T he f irst approach is based on the idea of  the CAD  sy stem to 

accommodate itself  to the specif ic needs of  the problem to be 
solv ed by  w ay  of  automatic model tuning  realiz ed by  the use of  
specializ ed sof tw are components called the adaptors.  T he latter 
are capable of  mak ing  decision on the basis of  prior inf ormation, 
w hich is broug ht into the sy stem by  the user (or/ and ex pert) , as 
w ell as posterior inf ormation, w hich is f ormed in the simulating  
CAD  sy stem w ith its operation.  And the second approach has been 
realiz ed in sev eral f orms, such as ev olutionary  prog ramming , 
stochastic identif ication, and ev olutionary  self -org aniz ation.  I n the 
L I N E  subsy stem, the third approach has been implemented.  
F or better understanding  of  k ey  concepts lay ing  at the basis of  

structural adaptiv e sy nthesis of  models in CAD  sy stems and the 
role of  adaptors, let us consider the mentioned L I N E  sy stem, 
w hich consists of  tw o f undamental subsy stems that perf orm 
computation at the tw o stag es of  V L S I  desig n:  phy sical desig n and 
circuit desig n (as show n in F ig .  2 ) .  

At the stag e of  phy sical desig n, the w ell-k now n basic set of  
phy sical eq uations are to be solv ed:   
1 .  T he eq uation f or electron (n)  and hole (p)  current densities 

 
                       pnrpnqDEpnqnpnJ ,

,,,
∇±= µ ;                  (1 a)  

 
2 .  T he eq uation f or electron and hole continuities 

                      
 qRtpnqpndivJ ±=∂∂ /,, m ;                        (1 b)  

 
3 .  P oisson’ s eq uation f or potentials  

 
                ))(/1(2 Nnps +−−=∇ εϕ ,                         (1 c)  

 
w here q  =  1 . 6  ⋅1 0 -19 C ;  n( p) is the density  of  electrons (holes) ;  
µn ( µp) is the ef f ectiv e mobility  of  electrons (holes) ; Dn ( Dp) is the 
dif f usion coef f icient f or electrons (holes) ; E  is the electric f ield 
intensity ; R  is the carrier recombination ratio; N is the total doping  
density ; εS is the dielectric constant of  the semiconductor; ϕ is the 
electric potential; and ∇ is the L aplace dif f erential operator.   
  

            P h y s i c a l                  C i r c u i t     
            s i m u l a t i o n               s i m u l a t i o n              E s t i m a t i o n                       
                                                                         o f  t h e  m o d e l s                                                                           
                                                                         a c c u r a c y                                                  
 I n p u t                                                                                                                                               
 d a t a                                                                                                                                                                                       
                                                                                                                                            
 
  
 
 
                                         
                                               T h e  r e s u l t s  o f  s i m u l a t i o n  
 

 

 
 

 

  
F i g .  2 .    T h e  t w o -s u b s y s t e m s  p l a t f o r m  L I N E  u s e d  i n  t h e  V L S I  C A D  d e s i g n  
R y s .  2 .   P l a t f o r m a  L I N E  o  d w u  p o d s y s t e m a c h  z a s t o s o w a n a  w  p r o j e k c i e  V L S I  C A D  
 
T o solv e the g iv en set of  eq uations, one should substitute 

predetermined parameter v alues such as n(p) , µn (µp) , Dn (Dp) , R  , 
and N into the eq uations.  B ut these v alues are not constant and 
v ary  w ith v ariations of  phy sical states of  the semiconductor 
structure.  T his reasoning  alludes to the conclusion that iterativ e 
simulation processes including  simultaneous phy sical and circuit 
analy sis is a w ay  of  ov ercoming  the problem.  M oreov er, each 
parameter can be calculated using  hierarchical multistag e 
procedures, each hav ing  a number of  alternativ es.   
F or ex ample, one of  the possible hierarchical schemes f or 

obtaining  electron (n)  and hole (p)  densities in the semiconductor 
substrate is g iv en in F ig . 3 .  T he f ollow ing  notation is adopted:   
(x1, x 2  , x3, … )  →  y is the mapping  of  v ariables (and/ or parameters)  
x1, x 2  , x3, …  into v ariable (or parameter)  y.  S uch a mapping  
ref lects the f act that there is a proper relationship in the 
semiconductor phy sics, w hich allow s us to obtain the y v alue 
using  v alues x1, x 2  , x3, … ; if  sev eral alternativ e f ormulae ex ist f or 
desired parameters, w hich v ary  in accuracy , then additional 
criteria are req uired to be used to choose one of  them.  Alternativ e 
mapping s are placed in the same box es in the diag ram (F ig .  3 ) .  
S ay , S tag e 1  includes f our alternativ e v ersions of  models f or 
certain parameters, and these parameters serv e as input parameters 
f or the nex t stag e, namely , S tag e 2 , w hich, in turn, includes f our 
alternativ e mapping s f or the parameters being  input parameters f or 
the third stag e, and so on.  
O mitting  phy sical sense of  the parameters g iv en in F ig .  3 , w e 

w ould lik e to emphasiz e that similar hierarchical schemes are 
ty pical f or any  model of  the phy sical lev el of  simulation as w ell as 
of  the circuit lev el.  I ndeed, f or ex ample, a classical E bers-M oll 
model of  bipolar transistor has at least three lev els of  accuracy , 
w hich are div ided into the three lev els – E M 1 , E M 2 , and E M 3  
models, each can be used successf ully  at the multistag e circuit 
simulation scheme.  M ultilev el model hierarchy  is also observ ed 
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for the numerous versions of the family of Sah’s models of MOS 
transistors as w ell as for other devices.  

Once circuit analysis has been completed,  the L I N E  system 
compares voltages and currents obtained at the circuit analysis 
phase and those w hich has been used at the previous physical 
phase of simulation as input variables and parameters.  I f they are 
agreed (at the given value of discrepancy),  the simulation process 
is terminated,  otherw ise the physical simulation phase is repeated 
once more w ith the refined voltages and currents (causing 
modification to the magnitudes of potentials,  electric fields,  and 
other variables).  
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Stage 1 
Function 1: (EFn ,  T )→ Φ( n) 1 / 2  ,  (EFp ,  T )→ Φ( p) 1 / 2  ;  
Function 2 : ( T )→ m * n ,  ( T )→ m * p ;  
Function 3 : (E,  EFn ,  T )→ fn ,  (E,  EFp ,  T )→ fp ;  
Function 4 : (T,  ND ,  NA )→ ni e  ,  ( T,  ND ,  NA ,  εS )→ ni e  

Stage 2  
Function 1: (α ,  Eg 0  )→ µE ,  µC ;  
Function 2 : ( m * n ,  T )→ NC ,  (m * p ,  T )→ NV ;  
Function 3 : ( m * n ,  m * p ,  εS ,  ND  ,  NA )→ λ ;  
Function 4 : (εS ,  ND ,  NA ,  Ti o n ,  ∂n/  ∂EFn ,  ∂p /  ∂EFp  )→λ ,   
 

                               Stage 3  
Function 1: (EC0  ,  µE ,  E g 0  )→ EC ;  
Function 2 : (EV0  ,  µV ,  E g 0  )→ EV ;  
Function 3 : (ND , NA ,  λ ,  εS ,  α )→ σG ;  
Function 4 : ( ND ,  NA ,  λ ,   εS )→ σDA  

Stage 5  
Function 1: (F(η),  σG ,  m * n )→ g C ;  
Function 2 : (F(η),  σG ,  m * p )→ g V 

Stage 6  
Function 1: (fn ,  g C )→ n ;  (fp ,  g V )→ p ;   
Function 2 : (n i 0  ,  EFn ,  T) → n;   (n i 0  ,  EFp ,  T) → p ;  
Function 3 : (fn ,  g C ,  g D )→ n ;  (fp ,  g V ,  g A )→ p  ;  
Function 4 : ( Φ( n) 1 / 2   ,  NC )→ n ;  ( Φ( p) 1 / 2   ,  NV )→ p  

T,  ε S,  ND , NA , α , E , EV, EFn 
 

Stage 4  
Function 1: ( m * n ,  E,  EC )→ g C ;  
Function 2 : ( m * p ,  E,  EV )→ g V ;   
Function 3 : (E,  EV ,  σG )→ F(η) ;  
Function 4 : ( ND , ED ,  E,  σDA )→ g p 

  
F i g .  3 .   T h e  sc h e m e  o f  c o m p u t a t i o n  o f  n a n d  p 
R y s.  3 .   S c h e m a t  o b l i c z e ń  p a r a m e t r ó w  n i  p 
 
T he generaliz ed structure of the problem adaptive system is 

show n in F ig.  4 .   
 

The object or system to be simulated 

           C riteria   I n p ut data                The results of  simulation  
              

                         I n p u t  d a t a                                            
                                                                          
                                                                                      

            A dap tors                 O bjects             D ata or k n ow ledg e base 
 

 

                             P roblem adap tiv e system 
 

 
 
 
 

 .  

 

p 
 
 
 

 

  
F i g .  4 .   G e n e r a l i z e d  st r u c t u r e  o f  t h e  p r o b l e m -a d a p t i v e  sy st e m  
R y s.  4 .   U o g ó l n i o n a  st r u k t u r a  sy st e m u  p r o b l e m o w o -a d a p t a c y j n e g o  

T he specific feature of such a system is that there are a number 
of special-purpose program units called adaptors,  w hich manage 
the processes of model synthesis on the basis of a priori 
formulated criteria or criteria generated directly during system 
operation.  I n the latter case,  adaptors are possible to set up their 
functionality by w ay of self-learning w ith the use of k now ledge 
accumulated in the adaptor memory (programming tools for the 
realiz ation of adaptors have been discussed in [ 3 ] ).  
T hus the mentioned properties of the above approach w ith the 

use of adaptors give us the basis to affirm that w e deal w ith the 
paradigm based on k now ledge,  that is,  the paradigm of intelligent 
programming.   
T he obj ects presented in F ig. 4  denote program components,  

and adaptors associated w ith the obj ects may serve one or several 
obj ects simultaneously.  
A s w as mentioned above,  evolutionary self-organiz ing 

polynomial model method is another approach to the synthesis of 
adaptive models.  T he method presented in the paper deals w ith 
the G abor-K olmogorov polynomials and it is called the method 
of grouping arguments.  W e briefly outline the mathematical 
foundations of the method,  additional information the reader can 
find in [ 4 ] .   
A ssume that w e have an obj ect in the form of a “ black  box ”  

w ith the set of input time-dependent signals (variables)  
X = {x( t) 1,  x( t) 2,  … ,  x( t) N } and the set of output time-dependent 
signals (variables) Y = {y1(t),  y2( t) , … ,  yM( t) } (F ig.  5 ).  L et there be 
K observations of the sets of input signals X(i) and output signals 
Y(i),  i =  1 ,  2 ,  … ,  K .  T he problem is to determine functional  
Y = F (X) using the mentioned observations.  
 
 

 
        x1(t)                                                y1 ( t)  
          x2(t)                                                y2 ( t)                                                                  
                                                      
         x N  (t)                                            yM ( t)  
                                                           

 

  F(x) 
 

  
F i g .  5 .   T h e  o b j e c t  u n d e r  c o n si d e r a t i o n  i s g i v e n  i n  t h e  f o r m  o f  a  “ b l a c k  b o x ”  
R y s.  5 .   A n a l i z o w a n y  o b i e k t  w  f o r m i e  c z a r n e j  sk r z y n k i  
 
T he general math model F(x) can be obtained using the G abor-

K olmogorov polynomial (G K P ) [ 4 ] .  F or ex ample,  if w e have the 
set of input variables X = {x1, … ,  xN },  then the third order G K P  has 
the form  
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w here ai are unk now n values.   
W hen generating model (that is,  w hen w e determine 

coefficients ai ),  the criterion of minimal error betw een the 
accurate output yi and the output obtained from (2 ),  is used:  
 

( )∑ −=
=

N

i
ii xfyN 1

22 )(1
ε ,    02 →ε                 (3 ) 

 
T hree principles are in the basis of the solution,  namely:  
1 .  F or the given set of input variables there are a lot of G K P s 
providing 02 →ε .  Moreover,  the plots of functions )(2 Cϕε = ,  
w here C is the complex ity of the G K P ,  that is,  the pow er of the 
G abor-K olmogorov polynomial,  have w ell-defined minima.  I t 
means that there ex ists a value of C,  for w hich the error is 
minimal.   

2 .  I n an arbitrary formal logical system,  there is a set of 
statements,  w hich cannot be proved or refute w ithin the 
framew ork  of ax ioms of the given system.  I t is a w ell-k now n 
G ö lder theorem [ 5 ] .  I n our case,  it means that any set of input 
signals w ill not be complete.  T his leads us to the necessity of 
the use of the ex ternal supplement as a specimen providing 
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model training. (The similar idea is successfully used in the 
dev elopment of artificial neuron network s.)  Thus the sets of 
input data may be div ided into two groups,  one of them is the 
set used for “ training”  (that is,  for building G K P )  and the other 
for testing (that is,  for the estimation of error) :  Nin =  Nt r  ∪  Nt e s t . 

3 . The selection of optimal solutions implies the use of the 
freedom concept,  that is,  with selection of any decision we 
should sav e some degree of freedom in order to correct our 
decision in future (if necessary) . This concept is k nown as the 
G abor freedom principle [ 4 ] . 
The scheme of operation of the method of grouping arguments 

is giv en in F ig. 6 .  
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φ2(x2 ,  x3 )  

φp(x3 ,  xi )  
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φ1( 2)  

φr( 2)  

φs( 2)  

  
F i g .  6 .   T h e  s c h e m e  o f  m o d e l  s y n t h e s i s  b y  t h e  m e t h o d  o f  g r o u p i n g  ar g u m e n t s  
R y s .  6 .   S c h e m at  s y n t e z o w an i a m o d e l u  m e t o d ą  g r u p o w an i a ar g u m e n t ó w  
 
The method operates in the following manner. S electing the 

first set of input data,  we combine all the pairs of input data  
and form G K P s (2 ) ,  in such a way we form functions of the k ind 
φr(xi ,  xj ) ,  ji,∀ . Then using testing sets we compute the errors by 
(3 )  for each function φr(xi ,  xj ) . If there ex ists a function with the 
admissible v alue of error,  the process is terminated,  otherwise we 
select a number of the best functions φr(xi ,  xj ) ,  ji,∀ ,  which 
prov ide minimum error,  and form more complicated combinations 
of input data combining the selected functions φr(xi ,  xj )  by pairs,  
and nex t we analyz e errors comparing the formed functions of the 
k ind φs( 2 )  with samples,  and so on. 
It should be noted that the presented method is based on the 

selectiv e use of the best samples of G K  polynomials and in  
a certain sense it is close to the ev olution self-organiz ation 
concept. There are a wide v ariety of modifications of the 
presented method. F or ex ample,  we can complicate the formed 
functions adding new v ariables and forming G K P s of higher 
powers,  as well as we can combine this method with the fuz z y set 
techniq ues [ 4 ] . In the L IN E  system,  we hav e realiz ed only the 
simplest v ersion of the method of grouping arguments discussed 
abov e. It was used for the synthesis “ formal”  models of integrated 
components (that is,  models hav ing no physical rather 
mathematical sense) . M ore appropriate research of the method of 
grouping arguments is to be done in future.  
 
4. C o n c l u s i v e  d i s c u s s i o n  
 
The abov e approaches to the synthesis of models of V L S I 

components has been realiz ed in the mentioned L IN E  system 
dedicated to the design of precision analogue integrated circuits. 
Two design modules hav e been included into the system:  physical 
and circuit design.  

In distinction to other similar C A D  systems,  the L IN E  system is 
based on the idea of dynamic tuning models of integrated 
components realiz ed by using the two methods of model synthesis 
described abov e. O ur discussion shows,  in particular,  that the 
results of model synthesis realiz ed in the L IN E  system are not 
predictable,  but the system is able to reduce information entropy 
with operation. Thus the system possesses properties of complex  
systems as was determined in Introduction. A  peculiarity of the 
system is that it includes both central control subsystem which 
plays a role of a j ob manager,  and a number of local control 
subsystems called the adaptors. The functionality of adaptors can 
be modified during system operation,  as well as models 
synthesiz ed can be modified according to the v arying physical 
states of semiconductor structure. This allows us to consider such 
an approach as a realiz ation of paradigm of intelligent 
programming. 
P rogramming tools of building adaptors are based on the obj ect-

oriented programming paradigm [ 3 ] . In particular,  encapsulation 
mak es it possible to create classes of special-purpose adaptors 
combining the sets of data and methods in the common classes,  
inheritance allows us to build a structural hierarchy of models,  and 
polymorphism prov ides capability for using a uniq ue interface for 
different implementations of adaptors,  what is especially 
important in building processes of selection of alternativ e 
solutions. M ore details are analyz ed in the cited article.  
The L IN E  system was successfully applied for the design of 

precision analogue integrated circuit with improv ed parameters,  
such as K T1 4 0 U D 2 5 ,  K T1 4 0 U D 2 6 ,  K T1 4 0 U D 2 7 ,  K T1 4 0 U D 1 7  
and some others (F ig. 7 )  used in civ il and military engineering 
systems. 
 

 
 
F i g .  7 .   S o m e  s am p l e s  o f  V L S I  d e s i g n e d  w i t h  t h e  u s e  o f  t h e  L I N E  s y s t e m  
R y s .  7 .   P r z y k ł ad y  u k ł ad ó w  V L S I  z ap r o j e k t o w an y c h  p r z y  u ż y c i u  s y s t e m u  L I N E  
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