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Abstract

Necessary and sufficient conditions are established for the positivity of
bilinear discrete-time systems with delays. Solutions to positive bilinear
discrete-time systems are derived. The controllability to zero of the
bilinear positive systems with delays is addressed. Necessary and
sufficient conditions for the controllability to zero of positive bilinear
systems with delays are formulated and proved. The considerations are
illustrated by examples.

Keywords: bilinear system, controllability, delay, discrete-time, positive
system.

Dodatnie biliniowe uktady dyskretne
z opOznieniami
Streszczenie

Podano warunki konieczne i wystarczajace dodatnosci biliniowych
uktadéw dyskretnych z opdznieniami w wektorze stanu i w wymuszeniu.
Podano réwniez metod¢ wyznaczania rozwigzania tych biliniowych
uktadéw dyskretnych z opdznieniami. Wyprowadzono warunki konieczne
i wystarczajace sterowalnosci do zera tej klasy uktadow dodatnich.
Rozwiazanie ogolne zostalo zilustrowane przyktadem liczbowym.

Stowa Kkluczowe: biliniowosé, sterowalno$¢, opdznienie, dodatni uktad
dyskretny.

1. Introduction

In positive systems inputs, state variables and outputs take only
non-negative values. Examples of positive systems are industrial
processes involving chemical reactors, heat exchangers and
distillation columns, storage systems, compartmental systems,
water and atmospheric pollution models. A variety of models
having positive linear systems behaviour can be found in
engineering, management science, economics, social sciences,
biology and medicine, etc.

Positive linear systems are defined on cones and not on linear
spaces. Therefore, the theory of positive systems is more
complicated and less advanced. An overview of state of the art in
positive systems theory is given in the monographs [3, 4]. Recent
developments in positive systems theory and some new results are
given in [5].

The controllability of bilinear discrete-time standard
(nonpositive) systems has been considered in the monograph [7].

The controllability of positive continuous-time bilinear systems
has been investigated in [1, 2, 8, 9]. Necessary and sufficient
conditions for the positivity of bilinear discrete-time systems and
for the controllability to zero and the reachability of the systems
have been established in [6].

In this paper the posivity, solutions and controllability to zero of
positive bilinear systems with delays will be addressed.

To the best knowledge of the author the positive bilinear
discrete-time systems with delays has not been considered yet.

2. Positive bilinear systems

Let R be the set of nxm matrices with real nonnegative
entries and R” = R™'. The set of nonnegative integers will be
denoted by Z, and the » x » identity matrix by 7,.

Consider the discrete-time bilinear system described by the
equations

x(i+1)= A[In + Zm: B_,.u_,-(i)jx(i) + Bou(i) (1a)

@) = Cx(i) + Didi) (1b)

where x({)eR", u(i)eR", y()eR’ are the state, input
and output vectors, u;(i) is the jth component of u(i) and
AB,eR™, j=1,..m,B eR™",CeR™,DeR"™.

For Ej = 4B,, j =1,...,m the equation (1a) takes the form

x(i+1) = [A + i B»/.u}/.(i)Jx(i) + Byu(i) 2)

Definition 1. The bilinear system (1) is called (internally)
positive if for every x(0)eR]! and all inputs
u(iyeR",ieZ,_,x(i)e R and y(i)e R for ieZ,.

Theorem 1. The bilinear system (1) is positive if and only if

i) Ae R”™,B, e R"",Ce R ,DeR"™
ii) 4B; € R” for j=1,..,m

The proofis given in [6].

Corollary 1. If

nxn nxn nxm
AeR] ,BjeR+ ,j=l.,m,B;e R"™,

3)
CeR™,DeR™

then the system (1) is positive.

Corollary 2. For the system (2) the condition ii) of Theorem 1
takes the from

E/. eR”" for j=1,..m 4
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Definition 2. The bilinear positive system (1) is called
controllable to zero in n steps if and only if there exists
a sequence of inputs u(i) € R”",i=0,1,...,n—1 such that x(n)=0
for any x(0) e R .

Theorem 2. The bilinear positive system (1) is controllable to
zero in n steps if and only if 4 is a nilpotent matrix, i.e.

A" =0 5)

Moreover the sequence u(i) € R,i =0,l,...,n—1 that steers
the state of the system to zero has the form

u(i)=0 for i=01,..,n-1 6)
The proof is given in [6]
3. Positive bilinear systems with delays

Consider the discrete-time bilinear system with delays

x(i+1)= [AO + Zm: Bo_,.u_,-(i)]x(i) +

m (73.)
+ [Al + Bl/.uf(i)]x(i —1)+
+ Byu(i)+ Bu(i—1)
(i) = Cx(i) + Du(i) (7b)

where x(i)eR", u(()eR", y(@i)eR’ are the state, input and
output vectors, u;(i) is the jth component of u(i) and
4,4,B,,,B,eR™, j=1,...m,B,,B e R™",CeR"",De R"™.

Definition 3. The bilinear system with delays (7) is called
(internally)  positive if for every initial condition
x(k)e RI,u(-1) e R" and all inputs u(i)eR],ieZ, ,x(i)€R!
and y(i)e R’ for ieZ,.

Theorem 3. The bilinear system with delays (7) is positive if

and only if
A= Ao A] c anx2n’
I, 0

n

B,, B,
B, { 0"»/ d eR, j=1,.om,

B, €R"™ k=0]1,CeR"™ DeR"™

®)

Proof. Defining the new vectors x(i) = {xg) 1)},u ()= {ug) 1)}
x(i— u(i—

and the matrix B:{Zj)o ]z‘} and using (8) we may write the
equations (7) in the form
x(i+1):(A +ZBjuj(i)jx(i)+Bu(i) (%)
I=
y(i)=[C 0]%(i) +[D 0J(i) (9b)

Applying the Theorem 1 to the system (9) we obtain the
conditions (8).
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4. Solutions of positive bilinear systems
with delays

The solution to the equation (7a) for the given initial conditions
x(—=k)e R" for k=0,1 and u(-1)e R" (10)

can be computed in the following way.
Let as defined T, (/) € R™ for k=0,1,2 and i =0,1,... as follows

Tyi+1)= [A(, +3 By, (i)JTo(z‘) "

+[A1 + ﬁBl,u,(z‘)JTo(i—u
amn
T,(0)=1, and T,(1) = 4, + iBO/.uj(O)

TGi+1) = [Ao - iBo,u,(i)]z i)+

+[A1 +iBljuf(i)jTl(il)
7 (12)
T(0)=0.T() =4 +3 B,u,(0)

and

T,(i+1)= [AO + iBojuj(i)]Tz(i) +

+ [Al + iB]juj (i)sz(i -1+ Byu(i) + Bu(i—-1)

(13)
T,(0) = 0.T,(1) = Bu(0) + Bu(-1)

Theorem 4. The solution to (7a) with (10) is given by
x(i) = T,())x(0) + T, ()x(=1) + T, (i) (14)
for i=0,,...
Proof. The proof will be accomplished by induction with
respect to i.
The hypothesis is true for i =0,1 since from (14) for j =1 we

have

x() =T,(Dx(0) + T (x(-D + T, (1) =
= (AO + i Bojuj(O)]x(O) +

+ (Al + i Bl/.u/.(O)Jx(—l) + Bu(0)+ Bu(i—1)

The same result we obtain from (7a) for ; = 0 .

Assuming that the hypothesis is true for ; = £ we shall show
that it is also valid for j =k +1.

From (14) and (11)-(13) for j = k +1 we have
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x(k+1) =T, (k +1)x(0) + T, (k + Dx(=1) + T, (k +1) =

l:(AO +iBO/ /(k)]T (k)+(A +ZBI/ ,(k)]To(k—l)}x(OH-
[(AO +Zm:BO, /(k)JT(k)-#[A +ZB,/ /(k)]T,(k—l)}c(—l)+

Jj=1

[AO +i30/ j(k)]T (k)+(A +ZBU j(k)]Tz(k—l)-s-

+ Byu(k)+ Bu(k-1)= [Ao + iBO/ ; (k)]
[T, (k)x(0) ++T; (k)x(~1) + T, (k)] +

[A +ZBU /(k)] T, (k —1)x(0) + T, (k = )x(=1) + T, (k - 1)] +
+Byu(k)+ Bu(k—1) = [Ao +Zm:Boj ,(k)]x(k)+

+(A1 + Zm:BI ) (k)]x(k—l) +Byu(k) + Bu(k 1)

j=1
The proof has been completed.

5. Controllability to zero of positive bilinear
systems with delays

Definition 4. The positive bilinear positive system with delays
(7) is called controllable to zero in ¢ steps if and only if there
exists a sequence of inputs u(i) e R" for 0,,...,¢g—1 such that
x(q)=0 forany x(k)e R,k =1,0,u(-1)=0.

In farther considerations the following two lemmas will be
used.

Lemma 1. If 4 has the form (8) then

Ak — {Alkl Alk2 :| —
k k
AZI A22 (153)
_ A(JAIITI + Al Alkliz A(JAII;I + A] 1411(272
4y 45
for k =23,..
where by definition
A\ =1,,4, =4, and 4, =0,4}, = 4, (15b)
Proof. The proof will be accomplished by induction with

respect to k.
From (15a) for k =2 we have

AZ — AOZ + Al AOAI
AO Al

The same result we obtain multiply 4 by A. Thus, the
hypothesis is true for k£ =2. Assuming that the hypothesis is true

for j > 2 we shall show that it is also true for j + 1. Using (15a) we
obtain

a4 A4 A4 444440 44 ad] 4]
I 014 4 4, 4, |4 ;‘

Therefore, the hypothesis is true for k =2,3,..

It is assumed that the nilpotent matrices 4, ,k=0,1 can be
transformed by the similarity to the following forms

0 a, a; a,
0 0 ay @y,
00 - 0 a_, (16)
' 0O 0 - 0 0
PAP =4" k=01
0 o - 0 O
a,, 0 0
Gy Gy 0 0
anl anZ ann—l 0

where P e R is the permutation matrix obtained from 7 by

any number of interchanges of its rows and columns.

Remark 1. Note that the nilpotency index is independent of the
particular value of nonzero entries of the matrices. Thus it is
enough to consider matrices with entries equal to 0 and 1.

Definition S. Let

=la, |eR"", A, =|a |e R"",i,j=1.2,..,n
oy ] a7 ]

Itis said that 4, < 4, if a;<a; for i, j=1,2,..,n

= [a;]; ] e R”" for k=0,1.

A{AO Al} 17

Lemma 2. Let 4,
Then the matrix

I, O

is nilpotent if and only if the matrix 4, = (4, + 4,) is nilpotent.

Proof. (<) If the matrix A =(A4,+4,) is nilpotent then the
matrix A (defined by (17)) is nilpotent.

We have
A1 [4 4] -
A= A A <7 v l=4 (18)
I, 0| |1, 0
and
i (A +4) A _[4, 0]4+1, 4,
A A, 0 4/ 1, I,
o [ A O A 41, AT
A =7 =0
0 4 I, I,

Hence the matrix 4 is nilpotent and from (18) the matrix A is
nilpotent too.
(=) If the matrix A is nilpotent then the matrix 4, = (4, + 4,)

is nilpotent.
The nilpotency of matrix A implies that for all

I, 0

n

4, A7
keRszuA:Ak{ 0 '} =0 (19)

Note that all the expands of the power of the sum

A =(A4,+ A)™ occur as components in the elements of the
matrices:
|:Ao AT’, |:Ao AT“ {A AT” . (20)
I, 0 I, 0 I, 0
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For A4, 4 €R", all the products of 4,,4,,4,4, and A A, are
nonnegative matrices. From (19) and (20) we have
A7 = (dy+ 4" =0-

Hence the matrix 4, is nilpotent.

Lemma 3. The nilpotency indices of the matrices
Ay, A, A, =(A,+4) and A are related by

=v, +1 for 4,=0
v=2v, for 4,=0 21

<2v, otherwise

Proof. Using (8) for 4, =0 it is easy to show that

o 45 0| for k=12....
4700

Hence v, =v, +1 for 4 =0.

If 4, =0 then by induction it can be easily show that

k
A% :{A‘ 0 } for k=12,...

0 A
and
k+1
AP = 0 4 for k=0.1,...
40
We have
20, -1 0 A]U“ vy -1
AT = ) #0 cause 4" #0
4470
0 A v
A = " |=0 cause 4" =0
A0

Hence v, =2v, for 4,=0.
The upper bound v, <2v, follows from the previous equalities

and the proof of Lemma 2.

Theorem 5. The bilinear positive system with delays (7) is
controllable to zero in v, steps if and only if one of the following

equivalent condition is satisfied
i) the matrix A (defined by (17)) is nilpotent.
ii)the matrix A4, = (4, + A4,) is nilpotent.

Moreover the sequence of inputs u(i)eR!" =0, L0, —1 that
steers the state of system to zero has the form u(i)=0 for
i=0,1,..,0, -1.

Proof. The condition i) follows from Theorem 2 applied to the
equivalent system without delays (9). The equivalence of the

conditions 1) and ii) follows from Lemma 2.

Remark 3. Note that the controllability to zero of (7) does not
depend on the matrices B, and B, for k=0,1;/=1,...,m.

Example 1. Consider the bilinear positive system with delays
(7) with the matrices:

0 3
0 2 (22)
0 0
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The nilpotency indices of the matrices are v, =3 and v, =2

since
[0 0 2T [o 0 0]
AL =/1 0 1|=00
10 0 0] |0 0 O]
and

The nilpotency index of the matrix

002003
101002
A_{AOA,}OOOOOO
L, 0] |1 00000
010000
00 1 00 0

isequal v, =5 since 4°=0.
For 4,=0 we have v,=2v, =4 and for 4 =0 we obtain

v,=v, +1=4.The sane results we obtain from (21).

6. Concluding remarks

The necessary and sufficient conditions for the internal
positivity of the bilinear discrete-time systems with delays have
been established (Theorem 3). Solutions to positive bilinear
discrete-time systems are derived (Theorem 4). The necessary and
sufficient conditions for the controllability to zero of the positive
bilinear systems with delays have been formulated and proved
(Theorem 5). The reachability of the positive bilinear systems with
delays can be investigated by the method proposed for positive
bilinear systems without delays in [6]. Extension of these
considerations for bilinear continuous-time systems is possible but
is not trivial.
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