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Determination of positive realizations with reduced
numbers of delays or without delays

for discrete-time linear systems

TADEUSZ KACZOREK

A new modified state variable diagram method is proposed for determination of positive
realizations with reduced numbers of delays and without delays of linear discrete-time systems
for a given transfer function. Sufficient conditions for the existence of the positive realizations of
given proper transfer function are established. It is shown that there exists a positive realization
with reduced numbers of delays if there exists a positive realization without delays but with
greater dimension. The proposed methods are demonstrated on a numerical example.
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1. Introduction

Determination of the state space equations for given transfer matrix is a classical
problem, called realization problem, which has been addressed in many papers and
books [1, 3, 16, 17-23]. It is well-known that [1, 2, 16] that to find a realization for a
given transfer function first we have to find a state matrix for given denominator of the
transfer function. An overview on the positive realization problem is given in [1-3]. The
realization problem for positive continuous-time and discrete-time linear systems has
been considered in [4-9, 12] and the positive realization problem for discrete-time sys-
tems with delays in [8-10]. The fractional positive linear systems have been addressed
in [14, 15, 18]. The realization problem for fractional linear systems has been analyzed
in [11] and for positive 2D hybrid systems in [13]. A method based on similarity trans-
formation of the standard realization to the discrete positive one has been proposed in
[12]. Conditions for the existence of positive stable realization with system Metzler ma-
trix for transfer function has been established in [6]. The problem of determination of
the set of Metzler matrices for given stable polynomials has been formulated and partly
solved in [19]. A new modified state variable diagram method for determination of pos-
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452 T. KACZOREK

itive realizations with reduced number of delays for given proper transfer matrices of
continuous-time linear systems has been proposed in [22].

In this paper an extension of the method proposed in [22] for discrete-time linear
systems will be proposed and it will be shown that there exists a positive realization
without delays if there exists a positive realization with reduced number of delays of a
given transfer function.

The paper is organized as follows. In section 2 some preliminaries concerning posi-
tive discrete-time linear systems with delays are recalled and the problem formulation is
given. Basic lemmas of the proposed method are given in section 3. The new modified
state variable diagram method is proposed in section 4 and in section 5 a method for
computation of positive realizations without delays. Concluding remarks are given in
section 6.

The following notation will be used: ℜ – the set of real numbers, ℜn×m – the set
of n×m real matrices, ℜn×m

+ – the set of n×m matrices with nonnegative entries and
ℜn

+ = ℜn×1
+ , In – the n× n identity matrix, ℜn×m(z,z−1) – the set of n×m rational

matrices in z and z−1, ℜn×m[z,z−1] – the set of n×m polynomial matrices in z and z−1.

2. Preliminaries and the problem formulation

Consider the discrete-time linear system with q1 delays in state and q2 delays in
inputs

xi+1 =
q1

∑
j=0

A jxi− j +
q2

∑
k=0

Bkui−k (1a)

yi =Cxi +Dui (1b)

where xi ∈ℜn, ui ∈ℜm, yi ∈ℜp are the state, input and output vectors, respectively and
A j ∈ℜn×n, j = 0,1, ...,q1, Bk ∈ℜn×m, k = 0,1, ...,q2, C ∈ℜp×n and D ∈ℜp×m. Initial
conditions for (1) are given by

x j for j =−q1,1−q1, ...,0. (2)

Definition 1 The system (1) is called the (internally) positive if xi ∈ ℜn
+, and

yi ∈ ℜp
+ for i ∈ Z+ for every x j ∈ ℜn

+, j = −q1,1− q1, ...,0, and all inputs ui ∈ ℜm
+,

i =−q2,1−q2, ...,0.

Theorem 1 The system (1) is positive if and only if

A j ∈ℜn×n
+ , j = 0,1, ...,q1, Bk ∈ℜn×m

+ , k = 0,1, ...,q2, C ∈ℜp×n
+ , D ∈ℜp×m

+ (3)

Proof. The proof is given in [10].

Unauthenticated | 89.67.242.59
Download Date | 5/12/13 6:16 PM



DETERMINATION OF POSITIVE REALIZATIONS WITH REDUCED NUMBERS OF DELAYS
OR WITHOUT DELAYS FOR DISCRETE-TIME LINEAR SYSTEMS 453

The transfer matrix of the system (1) is given by

T (z,z−1) =C[Inz−A0−A1z−1− ...−Aq1z−q1 ]−1[B0 +B1z−1 + ...+Bq2z−q2 ]+D. (4)

Definition 2 Matrices (3) are called a positive realization of a given transfer matrix
T (z,z−1) ∈ℜp×m(z,z−1) if they satisfy the equality (4).

The positive realization problem under consideration can be stated as follows. Given
a proper transfer matrix T (z,z−1)∈ℜp×m(z,z−1), find a positive realization with reduced
numbers of delays (3) of T (z,z−1).

In this paper sufficient conditions for solvability of the problem will be established
and new methods for determination of a positive realization with reduced number of
delays and without delays will be proposed.

3. Problem solution

Transfer matrix (4) can be written in the following form

T (z,z−1) =
C(Had(z,z−1))[B0 +B1z−1 + ...+Bq2z−q2 ]

detH(z,z−1)
+D =

N(z,z−1)

d(z,z−1)
+D (5)

where
H(z,z−1) = [Inz−A0−A1z−1− ...−Aq1z−q1 ] ∈ℜp×m[z,z−1], (6)

N(z,z−1) =C(Had(z,z−1))[B0 +B1z−1 + ...+Bq2z−q2 ], d(z,z−1) = detH(z,z−1). (7)

From (5) we have
D = lim

z→∞
T (z,z−1) (8)

since lim
z→∞

H−1(z,z−1) = 0. The strictly proper transfer matrix is given by

Tsp(z,z−1) = T (z,z−1)−D =
N(z,z−1)

d(z,z−1)
. (9)

Therefore, the positive realization problem is reduced to finding the matrices

A j ∈ℜn×n
+ , j = 0,1, ..., q̄1,Bk ∈ℜn×m

+ , k = 0,1, ..., q̄2,
(10)

C ∈ℜp×n
+ , (q̄1 < q1, q̄2 < q2)

for a given strictly proper transfer matrix (9).
To simplify the notation we shall consider a single-input single-output (SISO) system

described by the equation (1) for m = p = 1.
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Let a given strictly proper, irreducible transfer function has the form

Tsp(z,z−1) =
n(z,z−1)

d(z,z−1)
(11a)

where
n(z,z−1) = bn−1(z−1)zn−1 + ...+b1(z−1)z+b0(z−1),

bk(z−1) = bk,mz−m + ...+bk,1z−1 +bk,0, k = 0,1, ...,n−1
(11b)

d(z,z−1) = zn−an−1(z−1)zn−1− ...−a1(z−1)z−a0(z−1),

ak(z−1) = ak,mz−m + ...+ak,1z−1 +ak,0, k = 0,1, ...,n−1.
(11c)

The solution of the positive realization problem for (11) is based on the following two
lemmas [4].

Lemma 1 Let pk = pk(z−1) for k = 1,2, ...,2n− 1 be some polynomials in z−1 with
nonnegative coefficients and

P(z−1) =



0 0 ... 0 pn

p1 0 ... 0 pn+1

0 p2 ... 0 pn+2
...

... ...
...

...
0 0 ... pn−1 p2n−1


(12)

Then

det[Inz−P(z−1)] =
(13)

sn− p2n−1zn−1− pn−1 p2n−2zn−2− ...− p2 p3...pn−1 pn+1z− p1 p2...pn.

Proof is given in [4].

Lemma 2 Let Rn(z−1) be the n-th row of the adjoint matrix [Inz−P(z−1)]ad . Then

Rn(z−1) = [ p1 p2...pn−1 p2 p3...pn−1z p3 p4...pn−1z2 ... pn−1zn−2 zn−1 ] (14)

Proof is given in [4].
In particular case for p1 = p2 = ...= pn−1 from Lemmas 1 and 2 we obtain

P(z−1) =



0 0 ... 0 p2

p1 0 ... 0 p3

0 p1 ... 0 p4
...

... ...
...

...
0 0 ... p1 pn+1


(15)
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then
det[Ins−P(z−1)] = zn− pn+1zn−1− ...− p3 pn−2

1 z− p2 pn−1
1 (16)

and
Rn(z) = [ pn−1

1 pn−2
1 z ... p1zn−2 zn−1 ]. (17)

It is assumed that for the given denominator (11c) there exist polynomials

pk = pk(z−1) = pk,q1z−q1 + ...+ pk,1z−1 + pk,0, k = 0,1, ...,2n−1 (18)

with nonnegative coefficients pk, j, j = 0,1, ...,q1 such that

an−1(z−1) = p2n−1, an−2(z−1) =

pn−1 p2n−2, ...,a1(z−1) = p2 p3...pn−1 pn+1, a0(z−1) = p1 p2...pn.
(19)

In particular case if the matrix P(z−1) has the form (15) then (19) takes the form

ak(z−1) = pn−k−1
1 pk+2, k = 0,1, ...,n−1. (20)

Note that if the assumption (19) is satisfied then for the given denominator d(z,z−1)
of (11a) we may find the matrix (12) and next the corresponding matrices A j ∈ ℜn×n

+ ,
j = 0,1, ..., q̄1 since

Inz−P(z−1) = Inz−
q̄1

∑
j=0

A jz− j. (21)

The matrix C is chosen in the form

C = [ 0 ... 0 1 ] ∈ℜ1×n. (22)

Taking into account (14), (21) and (7) we obtain

C[Inz−P(z−1)]ad [B0 +B1z−1 + ...+Bq2z−q̄2 ] = Rn(z−1)[B0 +B1z−1 + ...+Bq̄2z−q̄2 ]

= [p1 p2...pn−1 p2 p3...pn−1z p3 p4...pn−1z2 ... pn−1zn−2 zn−1]

×[B0 +B1z−1 + ...+Bq2z−q̄2 ] = n(z,z−1) (23)

4. Modified state variables diagram method

First the modified state variables diagram method of determination of positive real-
izations will be presented on the following strictly proper transfer function
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Tsp(z,z−1) =
b2(z−1)z2 +b1(z−1)z+b0(z−1)

z3−a2(z−1)z2−a1(z−1)z−a0(z−1)
(24)

=
(3z−2 + z−1 +2)z2 +(z−2 +3z−1 +2)z+ z−4 +2z−3 + z−2

z3− (2z−2 +3z−1 +1)z2− (z−3 +3z−2 +2z−1)z− (z−5 +2z−4 +3z−3 +2z−2)
.

The proposed method is based on Lemmas 1 and 2. It is assumed that there exist poly-
nomials (18) with nonnegative coefficients pk, j, j = 0,1, ...,q1 satisfying (19) and

bn−1(z−1) = b̄n−1(z−1), bn−2(z−1) = pn−1b̄n−2(z−1), ...,

b1(z−1) = p2 p3...pn−1b̄1(z−1), b0(z−1) = p1 p2...pn−1b̄0(z−1)
(25)

for some polynomials with nonnegative coefficients b̄n−2(z−1), ..., b̄1(z−1), b̄0(z−1). For
(24) we have

p1(z−1) = z−2, p2(z−1) = z−1 +1, p3(z−1) = z−2 + z−1 +2,

p4(z−1) = z−2 +2z−1, p5(z−1) = 2z−2 +3z−1 +1
(26)

since

det[I3z−P(z−1)] =

∣∣∣∣∣∣∣
z 0 −z−2− z−1−2
−z−2 z −z−2−2z−1

0 −z−1−1 z−2z−2−3z−1−1

∣∣∣∣∣∣∣
= z3− (2z−2 +3z−1 +1)z2− (z−3 +3z−2 +2z−1)z− (z−5 +2z−4 +3z−3 +2z−2)

= z3−a2(z−1)z2−a1(z−1)z−a0(z−1)

a2(z−1) = p5(z−1),

a1(z−1) = p2(z−1)p4(z−1), (27a)
a0(z−1) = p1(z−1)p2(z−1)p3(z−1)

and

b2(z−1) = 3z−2 + z−1 +2,
b1(z−1) = p2(z−1)b̄1(z−1) = (z−1 +1)(z−1 +2) = z−2 +3z−1 +2, (27b)
b0(z−1) = p1(z−1)p2(z−1)b̄0(z−1) = (z−3 + z−2)(z−1 +1) = z−4 +2z−3 + z−2

where
b̄1(z−1) = z−1 +2, b̄0(z−1) = z−1 +1. (27c)
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From (24) written in the form

b2(z−1)z−1 +b1(z−1)z−2 +b0(z−1)z−3

1−a2(z−1)z−1−a1(z−1)z−2−a0(z−1)z−3 =
Y
U

we have

Y =

z−1{b2(z−1)U +a2(z−1)Y + z−1[b1(z−1)U +a1(z−1)Y + z−1(b0(z−1)U +a0(z−1)Y )]}
= z−1{b̄2(z−1)U + p5(z−1)Y + z−1[p2(z−1)b̄1(z−1)U + p2(z−1)p4(z−1)Y

+z−1(p1(z−1)p2(z−1)b̄0(z−1)U + p1(z−1)p2(z−1)p3(z−1)Y )]}. (28)

Using (28) we may draw the modified state variable diagram shown in Fig. 1.

Figure 1. State variable diagram for (28).

The variables x1
i , x2

i , x3
i are chosen as the outputs of the integral elements. Using the

modified state variables diagram we may write the following equations.

x1
i+1 = p3x3

i + b̄0ui

x2
i+1 = p1x1

i + p4x3
i + b̄1ui

x3
i+1 = p2x2

i + p5x3
i + b̄2ui

(29a)

which can be written in the form

xi+1 = Axi +Bui (29b)
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where

A =

 0 0 p3

p1 0 p4

0 p2 p5

= P(z−1) = A0 +A1z−1 +A2z−2,

A0=

 0 0 2
0 0 0
0 1 1

 , A1 =

 0 0 1
0 0 2
0 1 3

 , A2 =

 0 0 1
1 0 1
0 0 2

 ,

B =

 b̄0

b̄1

b̄2

 .

(29c)

Assuming C = [ 0 0 1 ] and taking into account (29b) we have

Tsp(z,z−1) =C[I3z−A]−1B = [ 0 0 1 ]

 z 0 −p3

−p1 z −p4

0 −p2 z− p5


−1 b̄0

b̄1

b̄2


(30)

=
[ p1 p2 p2z z2 ]

z3− p5z2− p2 p4z− p1 p2 p3

 b̄0

b̄1

b̄2

=
p1 p2b̄0 + p2b̄1z+ b̄2z2

z3−a2(z−1)z2−a1(z−1)z−a0(z−1)
.

Comparison of (30) and (24) yields

b̄2(z−1) = b2(z−1) = 3z−2 + z−1 +2, b̄1(z−1) = z−1 +2, b̄0(z−1) = z−1 +1 (31a)

and

B̄ =

 b̄0(z−1)

b̄1(z−1)

b̄2(z−1)

= B0 +B1z−1 +B2z−2 (31b)

where

B0 =

 1
2
2

 , B1 =

 1
1
1

 , B2 =

 0
0
3

 . (31c)

The desired positive realization of (24) is given by (29c), (31c) and C = [0 0 1], D = [0].
Note that the sufficient condition for the existence of a positive realization of (24)

is the existence of polynomials (26) and b̄1(z−1), b̄0(z−1) with nonnegative coefficients
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satisfying (27a) and (27b). In general case consider the strictly proper irreducible transfer
function

Tsp(z,z−1) =
n(z,z−1)

d(z,z−1)
(32a)

where
n(z,z−1) = bn−1(z−1)zn−1 + ...+b1(z−1)z+b0(z−1),

bk(z−1) = bk,mz−m + ...+bk,1z−1 +bk,0, k = 0,1, ...,n−1
(32b)

d(z,z−1) = zn−an−1(z−1)zn−1− ...−a1(z−1)z−a0(z−1),

ak(z−1) = ak,mz−m + ...+ak,1z−1 +ak,0, k = 0,1, ...,n−1.
(32c)

It is assumed that there exist polynomials pk(z−1), k = 0,1, ...,2n− 1 and b̄0(z−1),
b̄1(z−1), ...,b̄n−2(z−1) with nonnegative coefficients satisfying (25).
By Lemma 1 we have

det[Inz−P(z−1)] =

∣∣∣∣∣∣∣∣∣∣∣∣∣

z 0 ... 0 −pn

−p1 z ... 0 −pn+1

0 −p2 ... 0 −pn+2
...

... ...
...

...
0 0 ... −pn−1 z− p2n−1

∣∣∣∣∣∣∣∣∣∣∣∣∣
= zn− p2n−1zn−1− pn−1 p2n−2zn−2− ...− p2 p3...pn−1 pn+1z− p1 p2...pn

(33)

and by Lemma 2 the n-th row of Rn(z−1) of the adjoint matrix [Inz−P(z−1)]ad is

Rn(z−1) = [ p1 p2...pn−1 p2 p3...pn−1z p3 p4...pn−1z2 ... pn−1zn−2 zn−1 ] (34)

Let

B̄(z−1) =


b̄0(z−1)

...
b̄n−1(z−1)

=


b̄0
...

b̄n−1

 (35)

and
Rn(z−1)B̄(z−1) =

p1 p2...pn−1b̄0 + p2 p3...pn−1b̄1z+ ...+ pn−1b̄n−2zn−2 + b̄n−1zn−1

= b0 +b1z+ ...+bn−2zn−2 +bn−1zn−1 = n(z,z−1).

(36)
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Assuming C = [ 0 ... 0 1 ] ∈ℜ1×n
+ and using (33), (36) we obtain

Tsp(z,z−1) =C[Inz−A(z−1)]−1B̄(z−1)

= [ 0 ... 0 1 ]



z 0 ... 0 −pn

−p1 z ... 0 −pn+1

0 −p2 ... 0 −pn+2
...

... ...
...

...
0 0 ... −pn−1 z− p2n−1



−1
b̄0
...

b̄n−1



=
1

zn−an−1(z−1)zn−1− ...−a1(z−1)z−a0(z−1)
Rn(z−1)B̄(z−1) =

n(z,z−1)

d(z,z−1)
.

(37)

Theorem 2 There exists the positive realization

A j ∈ℜn×n
+ , j = 0,1, ..., q̄1, Bk ∈ℜn×m

+ , k = 0,1, ..., q̄2, C = [0 ... 0 1] ∈ℜ1×n
+ (38)

of the transfer function (32) if it is possible to find the polynomials

p1(z−1), p2(z−1), ..., p2n−1(z−1) (39)

and
b̄0(z−1), b̄1(z−1), ..., b̄n−1(z−1) (40)

with nonnegative coefficients such that (33) and (36) are satisfied.

Proof If the polynomials (39) have nonnegative coefficients then

A(z−1) = P(z−1) = Aq̄1z−q̄1 + ...+A1z−1 +A0 (41)

and A j ∈ℜn×n
+ , j = 0,1, ...,q1. If the coefficients of the polynomials (40) are nonnegative

then

B̄(z−1) =


b̄0(z−1)

...
b̄n−1(z−1)

= Bq̄2z−q̄2 + ...+B1z−1 +B0 (42)

and Bk ∈ ℜn×m
+ , k = 0,1, ..., q̄2. The matrices (38) are a realization of (32) since they

satisfy (37).

Procedure 1

Step 1. Knowing the coefficients ak(z−1), bk(z−1), k = 0,1, ...,n− 1 of (32) find the
polynomials (39) and (40) with nonnegative coefficients satisfying the conditions
(33) and (36).
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Step 2. Knowing (39) and using (41) find the matrices A j for j = 0,1, ..., q̄1.

Step 3. Using the equality (36) and (42) find the polynomials b̄0(z−1), b̄1(z−1),
..., b̄n−1(z−1) and the matrices Bk, k = 0,1, ..., q̄2.

Example 1 Using Procedure 1 find a positive realization of transfer function

Tsp(z,z−1) =
(z−2 +2z−1)z+(z−3 + z−2)

z2− (2z−1−3)z− (z−3 + z−1)
. (43)

Step 1. In this case we choose the polynomials

p1(z−1) = z−1, p2(z−1) = z−2 +1, p3(z−1) = 2z−1−3 (44)

and
b̄0(z−1) = z−2 + z−1, b̄1(z−1) = z−2 +2z−1 (45)

which satisfy the conditions (33) and (36) since

[ p1 z ]

[
b̄0(z−1)

b̄1(z−1)

]
= [ z−1 z ]

[
z−2 + z−1

z−2 +2z−1

]
=(z−2+2z−1)z+(z−3+z−2).

(46)

Step 2. Using (41) and (44) we obtain

A(z−1) = P(z−1) =

[
0 z−2 +1

z−1 2z−1−3

]
= A0 +A1z−1 +A2z−2 (47)

where

A0 =

[
0 1
0 −3

]
, A1 =

[
0 0
1 2

]
, A2 =

[
0 1
0 0

]
(48)

Step 3. Taking into account that

B̄(z−1) =

[
b̄0(z−1)

b̄1(z−1)

]
=

[
z−2 + z−1

z−2 +2z−1

]
= B0 +B1z−1 +B2z−2 (49a)

where

B0 =

[
0
0

]
, B1 =

[
1
2

]
, B2 =

[
1
1

]
(49b)

The desired positive realization of (43) is given by (48), (49b) and

C = [0 1], D = [0]. (49c)

The proposed method can be extended to multi-input multi-output linear (MIMO)
system with delays in a similar way as for continuous-time linear systems [22].
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5. Positive realizations without delays

In this section it will be shown that for the transfer function (5) there exist also
positive realizations without delays. First we shall consider the transfer function (24).
Multiplying the numerator and denominator of (24) by z5 we obtain

Tsp(z) =
2z7 +3z6 +6z5 + z4 + z3 +2z2 + z

z8− z7−3z6−4z5−3z4−3z3−3z2−2z−1
. (50)

It is easy to check that one of the positive realizations of the transfer function (50) has
the form

A =



0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 2 3 3 3 4 3 1


, B =



0
0
0
0
0
0
0
1


,

(51)
C = [ 0 1 2 1 1 6 3 2 ], D = [0].

Note that the realization without delays (51) has greater dimension than the realization
with delays given by (29c), (31c) and C = [0 0 1], D = [0].

In general case consider the strictly proper transfer function (32). Multiplying the
numerator and the denominator of (32) by zm we obtain the strictly proper transfer func-
tion

T (z) =
b̄n̄−1zn̄−1 + b̄n̄−2zn̄−2 + ...+ b̄1z+ b̄0

zn̄− ān̄−1zn̄−1− ...− ā1z− ā0
(52)

where n̄ = mn.
Note that if in (32b) and (32c) ak  0 and bk  0 for k = 0,1, ...,n−1 and ak, j  0

and bk, j  0 for k = 0,1, ...,n− 1; j = 0,1, ...,m then also āk  0 and b̄k  0 for k =
0,1, ..., n̄−1. In this case there exists a positive realization of the transfer function (52),
for example, of the form

A =



0 1 0 ... 0
0 0 1 ... 0
...

...
...

. . .
...

0 0 0 ... 1
ā0 ā1 ā2 ... ān̄−1


∈ℜn̄×n̄

+ , B =


0
...
0
1

 ∈ℜn̄
+
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(53)
C = [ b̄0 b̄1 ... b̄n̄−1 ] ∈ℜ1×n̄

+ , D = [0].

It is easy to show that if the matrices (53) are a positive realization of (52) then the
matrices

Ā = P−1AP, B̄ = P−1B, C̄ =CP, D̄ = D (54)

are also a positive realization of (52) for any monomial matrix P ∈ ℜn̄×n̄
+ (in which in

each row and column only one entry is positive and all remaining entries are zero).
Therefore, the following theorem has been proved.

Theorem 3 If the transfer function (32) has a positive realization with delays then it has
also a positive realization without delays (53).

These considerations can be easily extended for multi-input multi-output linear sys-
tems in a similar way as for continuous-time linear systems in [22].

6. Concluding remarks

A new modified state variable diagram method for determination of positive real-
izations of linear discrete-time systems with delays in state and input vectors has been
proposed. Using the method it is possible to find positive realization with reduced num-
bers of delays. A method has been also proposed for computation of positive realizations
without delays for a given proper transfer matrices. Sufficient conditions for the exis-
tence of positive realizations have been established and procedure for finding the posi-
tive realizations have been proposed. The procedures have been illustrated by numerical
example. It has been shown that if there exists a positive realization with delays there
also exists a positive realization without delays of the transfer function but with greater
dimension (Theorem 3). The proposed method can be extended to continuous-discrete
linear systems and to fractional continuous-time linear systems.
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