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A b s t r a c t

This paper is devoted to correct method of analytical solution of multipoint boundary problems of structural mechanics for 

Keywords: correct analytical solution, multipoint boundary problem, discrete-continual methods, structural mechanics, 

 

 

1  
2  
3

ABOUT CORRECT METHOD OF ANALYTICAL 

SOLUTION OF MULTIPOINT BOUNDARY PROBLEMS 

OF STRUCTURAL MECHANICS FOR SYSTEMS 

OF ORDINARY DIFFERENTIAL EQUATIONS WITH 

PIECEWISE CONSTANT COEFFICIENTS

1. Formulation of the Problem

Piecewise invariability of physical and geometrical 

of analysis of structures and their mathematical models. 

We should mention here in particular such vital objects 

as beams, strip foundations, thin-walled bars, deep 

Analytical solution is apparently preferable in all aspects 

for qualitative analysis of calculation data. It allows 

investigator to consider boundary effects when some 

components of solution are rapidly varying functions. 

Due to the abrupt decrease inside of mesh elements in 

considered by conventional numerical methods while 

analytics enables study. Another feature of the proposing 

method is the absence of limitations on lengths of 

called discrete-continual methods of structural analysis 

continual formulations are contemporary mathematical 

models which currently becoming available for 

computer realization.

Discrete-continual methods are reduced at some 

stage to the solution of multipoint boundary problems 

of structural mechanics for systems of ordinary 

differential equations with piecewise constant 

boundary problem of this type has the form
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Solution of multipoint boundary problem of this type 

in structural mechanics is accentuated by numerous 

factors. They include boundary effects (stiff systems) 

and considerable number of differential equations 

of a system normally have eigenvalues of opposite 

signs and corresponding Jordan matrices are not 

diagonal. Special method of solution of multipoint 

boundary problems for systems of ordinary differential 

structural mechanics has been developed. Not only 

major peculiarities also include universality, computer-

oriented algorithm, computational stability, optimal 

conditionality of resultant systems and partial Jordan 

necessity of calculation of root vectors.
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of problems of structural mechanics comprises in 

A
k
 and 

consequently in necessity of calculation of root 

vectors. However at the present time there are no 

effective numerical method of calculation of Jordan 

number of multiple eigenvalues in the considering 

type of problems is normally limited. Besides these 

multiple eigenvalues are generally zeros. In this 

connection special alternative approach to solution 

has been developed.

3. Partial Jordan Decomposition

Partial Jordan decomposition is based on computation 
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 corresponding to prime and multiple zero 

eigenvalues. It is necessary to note here that matrices 

T
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 and 
,1kT  in general case are rectangular.

4. Construction of Projectors

Eigenvalues
k,p

, p 1, ..., u
k
 are renumbered 

according to the condition
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where ji,  is Kronecker delta.

Due to distinctive procedure, we should properly 

modify matrices T
k,1

, ,1kT  and J
k,1

.

Let P
k,1

 and P
k,2

 be projectors to subspaces of left 

A
k
 corresponding to non-zero and zero eigenvalues. 

They may be denoted as
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5. Construction of Fundamental Matrix-function  

of System of Equations

After sorting and biorthogonalization of eigenvectors 

)(xk

of system from Eq. (1.1) for arbitrary k is constructed in 

the special form convenient for problems of structural 

mechanics
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It should be stated that the sum in the right side of Eq. 

to so-called “beam” part of solution of system.

6. General Solution of the Problem

Solution of considering problem (Eq. (1.1), Eq. 
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We can rewrite Eq. (6.1) in the form
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we have the following system of linear algebraic 

equations for 
k kC k n

GCK ,                           (6.12)

K can be divided into so-called main K0

and additional K1 members,
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Symbol  imply direct product of matrices. It is 

necessary to note that matrices ( 0)k  and ( 0)k

are independent of x.

K are practically singular. This fact leads to 

be applied in particular. Gaussian elimination method 

with pivoting is required. It is useful to specify ways 

of disposal of this disadvantage.

Let us transform considering system of equation as 

of this equation with the subsequent (instead of the 

with initial the second, instead of initial the second – 

the sum initial the second with initial the third and so 

on). Instead of initial last equation we take the sum of 
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Thus we removed the singularity mentioned above.
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