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Abstract: This paper concerns the domain of the multimodal
transportation systems composed of buses, trains, trams and
subways lines and focuses on the scheduling problems encoun-
tered in these systems. Transportation Network Infrastructure
(TNI) can be modeled as a network of lines providing cyclic
routes for particular kinds of stream-like moving transportation
means. Lines are connected by common shared change stations.
Depending on TNI timetabling the time of the trip of passengers
following different itineraries may dramatically differ, e.g. the
same distances along the north-south, and east-west directions
may require different travel time. So, the mine question regards
of TNI schedulability, e.g. the guarantee the same distances in
arbitrarily assumed directions will require approximate traveled
time. Considered timetabling problem belongs to NP-hard ones.
The declarative model of TNI enabling to formulate cyclic sche-
duling problem in terms of the constraint satisfaction one is our
main contribution. At last, the simulated results manifest the
promising properties of the proposed model.

Keywords: cyclic scheduling, multimodal transport sys-
tem, multimodal processes, declarative modeling, con-
straints programming

1. Introduction

A cyclic schedule [2, 8] is one in which the same sequence
of states is repeated over and over again. In the case of
Multimodal Transportation Systems (MTS) the appropri-
ate cyclic scheduling problem has to take into account the
constraints implied by the considered Transportation
Network Infrastructure (TNI), e.g. see fig. 1. Assuming
the transportation lines considered are cyclic and con-
nected by common shared change stations a network can
be modeled in terms of Cyclic Concurrent Process System
(SCCP) [2]. Assuming each line is serviced by a set of
stream-like moving transportation means (vehicles) and
operation times required for traveling between subsequent
stations as well as semaphores ensuring vehicles mutual
exclusion on shared stations are given, the main question
regards of SCNI timetabling, for instance guaranteeing the
shortest time of the trip for passengers following a given
direction. In systems of that type transportation means
play the role of agents [1], attempting to reach their goals
while following rules being specific for a given SCCP. So,
the considered MTS are treated as multi-agent ones. De-
pending on SCNI timetabling the time of the trip of pas-

sengers following different itineraries may dramatically
differ. In that context the comnsidered cyclic scheduling
directly regards of multimodal processes encompassing
passengers’ itineraries, and indirectly regards of modeling
them SCCPs. The TNI schedules sought have to follow
vehicles (agents) collision- and deadlock-free flows as well
as the passengers’ itinerary optimization requirements.
The problem considered belongs to NP-hard ones [3].

Literature review. So far there is no research paper
on cyclic scheduling of multi-modal processes modeled in
terms of above defined TNI. The existing approach to
solving the SCCPs scheduling problem base upon the
simulation models, e.g. the Petri nets [5], the algebraic
models, e.g. upon the (max,+) algebra [4] or the artificial
intelligent methods [6]. The SCCP driven models assum-
ing a unique process execution along each cyclic route,
studied in [1, 2, 4] do not allow to take in to account the
stream-like flow of local cyclic processes, e.g. buses servic-
ing a given city line. So, this work can be seen as a con-
tinuation of the investigations conducted in [1, 2, 4, 7].

New contributions. The declarative models employ-
ing the constraints programming techniques implemented
in modern platforms such as OzMozart, ILOG, [1], [2]
seems to be well suited to coup with SCNI scheduling
problems. In that context, our contribution is a formula-
tion of SCNI cyclic scheduling problem in terms of the
constraint satisfaction one [2].

Organization. The paper is organized as follows. In
Section 2, an illustrative example of TNI and its cyclic
scheduling problem statement are provided. In Section 3,
a cyclic processes network is modeled. In Section 4, the
selected case of multimodal processes is discussed In Sec-
tion 5, we draw the conclusion.

2. Problem formulation

The TNI with distinguished vehicles and stations, shown
in Fig. 1, is modeled in terms of the SCCP shown in Fig.
2. Four local eyclic processes are considered: Py, P,, Ps,
P,. The processes follow the routes (composed of trans-
portation sectors and separating them stations) and while
providing connections in two directions i.e., the north-
south and the east-west,
processes mP;, mP, and mP;, mP,, respectively. P;, P,
Py = {P{,P}}, P, = {P;,P}}
representing trains (agents) moving along the same route.

for the two multimodal

contain two sub-processes
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Legend:

Fig. 1. An example of the TNI
Rys. 1. Przyktad multimodalnego systemu komunikacji
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Fig. 2. SCCP of TNI from fig. 1
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Fig. 2. System komunikacji z rys. 1 jako system réwnolegtych proceséw cyklicznych

The following constraints determine the processes cooper-
ation:

e The new local process operation (the train’s opera-

tion such as: passengers’ transportation, boarding

etc.) may begin only if the current operation has

— the railway tracks

— the railway station

— the train

the north-south lines

— the east-west lines

the unoccupied resource Ry

the resource Rj occupied
by the process Piq and con-
trolled by the priority dis-
patching rule o, = (4, B)

the routes of the multi-
modal processes, respec-
tively:

the moment the operation
oiq ; starts its execution in
the process P

been completed and the resource designed to this

operation is not occupied.

The local processes share the common resources

(the stations) in the mutual exclusion mode. The

new local process operation can be suspended only

if designed resource is occupied. The local processes
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suspended cannot be released. Local processes are
non-preempted.

The multimodal processes follow the local trans-
portation routes. Different multimodal processes
can be executed simultaneously along a local
process.

The local and multimodal processes are executed
cyclically, resources occurring in each transporta-
tion route cannot repeat. The main question con-
cerns of SCCP cyclic steady state behavior and a
way this state depends on direction of local process
routes as well as on priority rules, and an initial
process allocation to the system resources. Assum-
ing the steady state there exists the next question
regards of travel time along assumed multimodal
process route linking distinguished destination
points. Of course, the periodicity of multimodal
processes depends on SCCP periodicity, i.e. charac-
teristics of a given TNI. That means an initial
state and a set of dispatching rules can be seen as
control variables allowing one to “adjust” multi-
modal processes schedule.

Consider a SCCP model of TNI specified by the given

sets of dispatching rules, operation times (see tab. 1), and

initial processes allocation, the main question concerns of

SCCP periodicity: Does there exist a cyclic steady state of

local and multimodal processes?

3. Modeling of cyclic processes network

In the SCCP model of TNI the following notations are
used [1, 2]:
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pf = @10l pire) specifies the route of
the local process’s stream P¥ (k-th stream of
the i-th local process P;), and its components de-
fine the resources used in course of process opera-
tions execution, where: pfj €R (the set of re-
sources: R = {Ry,R,,...,Ry,}) — denotes the resource
used by the k-th stream of i-th local process in the
j-th operation; in the rest of the paper the j-th
operation executed on resource pﬁf]- in the
stream Pé‘ will be denoted by oi’fj; lr(i) - denotes
a length of cyclic process route. For example in the
SCCP from Fig. 2 routs of streams P{, P? are de-
fined using the same resources:
Pi = (Rs,Re, R1, Ry, R3, Ry),

Pi = (R3, R, Rs, R, Ry, Ry).

th = (t{fl, tffz,...,tl-’flr(i)) specifies the process op-
eration times, where tfj denotes the time of ex-
ecution of operation ogfj (see tab. 1).

mp; = (mPTj (ap bj): mpri(a;, by), ..., mpr,(ay, bh))
specifies the route of the multimodal

process mP; ,

where: mpr;j(a, b) = (crdap]’-‘, crdaﬂp}’-"‘, s crdbp}’-"‘),
crd;D = d;, for D = (dq,d5, ..., d;, ..., dy),
Vae{l,2,..,lr(i) }, Vje{1,2,...,n}, crdapj € R.

e The transportation route mp; is a sequence of sec-
tions of local process routes. The transportation
route mp; is a sequence of sub-sequences (sections)
of local cyclic process routes. For example a route
of process mP; (Fig. 2) is following: mp; =
(R3, Ry, Rs5, Rg, Ry, Rg, Ryg, Rao, Rys, Ry, Ry7). For the
sake of simplicity let as assume the all operation
times of multimodal processes are the same and
equal to the 1 unit of time.

e 0 ={0,0,,...,0p} is the set of the priority dis-
patching rules, where o0; = (si1, ..., Sip@)) 18
the sequence components of which determine an
order in which the processes can be executed on
the resource R;, s;; € P (the set of process streams:
P={P}, .., P8P} .., P}, ..,P?}, each process ex-
ecutes periodically in infinity). Dispatching rules
which determine an order on the shared train sta-
tions (resources Ry, Rs, Rys5, Ryg) are following:
oy = (P}, P3,Pf), os = (P{, P}, P), 015 =
(P, P}, P3), a19 = (P3,P3, P}).

In that context a SCCP can be defined as a pair [2]:

SC = (SC;,SCp), (1)
where:

SC;, = (R,P,I,T,0) — characterizes the SCCP struc-

ture, i.e.

R ={Ry,R;,..., Ry} — the set of resources,

P={PL .. P& .. PL..,PZ} — the set of local

processes,

I = {p1,p2,...,Pn} — the set of local process routes,

T ={Ty,...,T,} — the set of local process operations
times,

0 ={0y,0,,...,0,} — the set of dispatching priority

rules.

SC, = (MP,MIT) — characterizes the SCCP behavior,
ie.

MP = {mP;,mP,,...,mB,} — the set of multimodal
processes,

MII = {mp,, mp,,...,mp,} — the set of multimodal
process routes.

The main question concerns of SCCP cyclic behavior
and a way this behavior depends on direction of local
transportation routes I1, the priority rules @, and a set of
initial states, i.e., an initial processes allocations to the
system resources.

Tab. 1. Operation times of SCCP’s (from fig. 2)
Tab. 1. Czasy pracy systemu z rys. 2

Streams | @ | k| t& | o5 |t | tf | s | th
pl 1)1 1 1 1 2 1 3
P? 1| 2 1 3 1 1 1 1
p} 2 |1 1 1 1 3 1 1
P? 2 |2 1 3 1 1 1 1
P} 3 11 1 3 1 1 1 3
pl 4 |1 1 2 1 1 1 4
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CSP-driven cyclic scheduling: Since parameters de-
scribing the SCCP model (1) are usually discrete, and
linking them relations can be seen as constraints, hence
related to them cyclic scheduling problems can be pre-
sented in the form of the Constraint Satisfaction Problem
(CSP) [1, 2]. More formally, CSP is a framework for solv-
ing combinatorial problems specified by pairs: (a set of
variables and associated domains, a set of constraints
restricting the possible combinations of the variable val-
ues). The CSP relevant to the SCCP can be stated as
follows [2]:

CS = ({R,P,11,T,0,X,Tc},{Dg, Dy, Dy, Dy, Dx, Dy }), C)(2)

where:

e R,P,II,T,0 are the decision variables describing
the structure of the SCCP, i.e., (1), and X, Tc are
the decision variables describing the cyclic beha-
vior of the SCCP. X = {Xll,...,Xf,le ...,Xzb,...,Xﬁ}
is the set of sequences Xl-k = (xi’fl,xi’fz,...,xfflr(i)),

where each variable x{f‘j determines the moment
of oé‘j operation beginning in any (the l-th)
cycle: xi'f]-(l) = xlkj +1-Tc, l € Z, (where xi'fj(l) eZ
— means the moment the o{fj operation starts its
execution in the [-th cycle) and Tc is the SCCP
periodicity: Tc = xfj(l +1) - xffj(l).

e the domains Dg,Dp, Dy, Dy, Dy, Dy, Dy, of decision
variables which describe the family of: the set of
resources, set of processes, sets of admissible rout-
ings, sets of admissible operation times, sets of ad-
missible dispatching priority rules, sets of admissi-
ble coordinate values Xik , x{fj € Z, set of admissible
values of variables Tc, respectively.
the constraints determining the relationship be-
tween the structure (specified by the quintuple
(R,P,11,T,0)) and the behavior following from this
structure (specified by (X,Tc)) can be defined by
the operator max [2]:
x{fj = max{(before(Xik,x{fj) + before(Tik, ti’fj) +

+ (X5 jR), ety 1+ L xijk), 3)
i=1,..,n j=1,..,r@{);

where:

Tab. 2. Constraints for the SCCP (from Fig. 2)
Tab. 2. Ograniczenia systemu z rys. 2

before(A, a;) — the function provides a;_; which
precedes the a; and in the case a; the function
provides a; which is the last element in the
A= (ay,..,0i_1,4; -, Q7).

a;_q ifa; #a4
before(4, a; ={L .
fore(,ap ={"t LT,
after(4,a;) — the function provides a;;; which
succeeds the g; in and in the case a, the function
provides a; which is the first element in the
A= (ay,..,a_1,a; ..., Q)"
a4 ifa; #q
after(4,a;) =7 .
frer(a ) = {0t LT
[ before (XI-{ x’»‘-) if 0% executes on
DX ij
unshared resource,
a(xk-) _ after (Xlé, x}é b) ifoléb executes on
L) = ' ' .
shared resource R previous
k
l to 0f;; where R, = pop = Dy
and P, = before(oy, P;),

0 ifa(xi'f]-) is the moment o(’;b

k k
starts, where o, ;, and o;;
are executed in the same cycle,
-Tc ifa(xl-’f]-) is the moment of 0,
starts, where ofl"b is executed
k _ . .
B(xl-_j) = in the cycle preceding
of of; execution,
. k . k
Tc if a(xi’]-) is the moment of oy,
starts, where o , is executed
in the cycle scuceeding

of ofj execution,
0 if before (Xl-k, xi‘j) means the
moment the
operation o{fb starts,
where ollfb and o{fj
are executed in
the same cycle,
v(xi) = -Tcif before(Xf,x; ;) means the
irr,j
moment the
operation ofY, starts,
where of, is executed
in the cycle preceding

of o{‘j execution.

1 _ 1 . 1 1
xiz=max (xi, +1; x3, +t1,)

2 _ 1 2 2
X1s = max (x3’4 +1,x7,4 + t1.4)

Ry: | x2; =max (xf{s —Tc+ L;x2g —Tc+ts) | Rat | x%, = max (x; + L;x%; +tZ,)
xig =max (x2, + 1; x1, +ti,) xie =max (x?; + L;xlg + tis)
Rs: | xf; =max(x, —Tc+1; xig—Tc+tis) | Ret | xi, = max (xfs —Tc+ 1;xi, +ti,)
xjs =max (xi, + 1;x4, + t1,) x%, = max (xiz + 1;x75 + t23)
x?; =max (xje + 1; x%, + t2,)
Ryt | xis = max (xs — Tc+ 1; i, + t1,) Ryt | xi, =max (x¥, + 1; xi5 + t5)

— 1 . 2 2
xie =max (xig + 1; x%5 + tZs)
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Ri7:| x3, =max (xg — Tc+ 1; x5 — Tc + t34)

1 2 1 1
X35 = max (xz’2 + 1%, + t2’4)

. 1 _ 2 1 1
Rig: | x5 = max (x2,3 +1; x5+ tz,s)

2 _ 1 ) 2
X3, = max (xz’1 +1; x5, + t2,1)

Riot| x3, =max (x5, —Tc+1; x3 ¢ — Tc+ t3e)
1 _ 1 ol 1
X35 = max (x2,2 +1;x3, + t3,4)

2 _ 1 . y2 2
X33 = max (xz’6 +1; x5, + tz,z)

Ryot | x3, = max (x35 —Tc+1; x5, +t3,)

2 _ 1 L2 2
X34 = Mmax (x2,3 +1; x35+ t2,3)

Ris:| x3; =max (x3¢ —Tc+1; x3, +t1,)
1 _ 1 ol 1
X33 = max (x2’4 +1; x5, + t4‘2)

2 _ 1 2 2
X35 = max (x4’4 +1,x5,+ t“)

N 2 1 1
Rig: | x5, = max (xz,1 +1; x33 + t2,3)

2 _ 1 ) 2
X3 = max (xz’5 +1;x35 + tz,s)

Rip:| x3; =max (xig —Tc+ Lxig —Tc+tig)

| L1 — 1 L1 1
Ris: | xi, = max(x}, + 1;xi, +t1,)

1.1 — 1 1 T
Rysi| X34 = max (xg3 + 1;x33 + t33)

| 1 = 1 -1 1
Riit | %36 = max (xz5 + 1235 + tys)

Ryp:| x3; =max(x3¢—Tc+ L;x3¢—Tc+tde)

Ry | x3, =max (x], + L;x3, +¢3,)

Rg: | x3, = max (x3; + 1;x35 + t33)

. 1 _ 1 IV 1.
Ro: | x34 = max (x35 + 1;x35 + t35;)

Execution of local processes in the SCCP has to follow
the constraints (3), that means the operation o{fj from

the stream P¥ may began its execution (at the moment
k
Lj
has been completed (at the moment before(Xik,ngj)+
before(TF, ti’fj) + y(x{fj)) and the next operation from the

x;;) on the resource (plk]) only if the preceding operation

process preceding Pé‘ starts its execution (at the moment
a(xi’f]-) +1+ ﬁ(xlkj)) on the same resource. The con-
straints enable concurrent execution of processes awaiting
each other for the common shared resource releasing [2].
Moreover, they guarantee the deadlock-free (i.e. cyclic)
processes execution.

The constraints following imposed assumptions imply
for instance that an operation from the process P} can
begin its execution at the moment xi3 on resource Ry
only if the previous operation executed on the resource Rg
has been already completed at xi, + ti, and the resource
R; has been released, i.e. if the process PZ occupying the
resource R; starts its subsequent operation at x12,6 —Tc+
1. Therefore xi; =max(x?¢ —Tc+1; xi, +t{,). The
starting moments of the rest operations are determined in
the similar way are shown in tab. 2.

The system’s cyclic behavior encompasses itself
through values of decision variables X, guaranteeing its
periodicity Tc. The parameters determining the cyclic
behavior such as X and Tc are solution to the problem (2)
following the set of constraints C (Table 2.), determining
the SCCP’s structure (1).

4. Cyclic processes scheduling

Consider CSP stated by €S (2) and formulated for SCCP
from Fig 2. The assumed set {0, = (Pi,Pi,P%), 019 =
(P3,P3,P}), os=(Pi,Pi,PD), o1s = (P3,Pi, PP} of dis-
patching rules implies Tc = 11. The resultant cyclic steady
state shown in Fig. 3 has be obtained in OzMozart, Dual
Core 2.67, GHz, 2.0, GB RAM environment in 1 s. Ob-
tained periodicity (Tc = 11) of the SCNI behavior implies
different traveling times required by different directions —
the itineraries mP, and mP; following the routes mp;, mp,
along the east-west direction are realized in 18 and 28

time units, respectively (see the dotted and dashed lines in
fig. 1+3). In turn, the itineraries mP; and mP, following
the routes mp;, mp, along the north-south direction are
realized in 22 and 33 time units, respectively (see the solid
and dot-dashed lines in fig. 1+3). So, the best line serving
the east-west direction is faster than the best line serving
the north-south direction.

However, replacing the above assumed set of dispatch-
ing rules for the following new one {o; = (P4, P, P3),
019 = (P3,P3,P}), o5=(PLPLPY), oi5= (P Py, PP}
(which imply the change of some constraints — see Table
3) provides shorter cycle time Tc = 10, resulting in short-
ening of the travel time (20 time units) following the
route mp; (north-south line), and extension of the travel
time (28 time units) following the route mp; (east-west
line) — see fig. 4.

That means, the different sets of dispatching rules
implies different traveling times in assumed directions. In
the case considered the difference between the shortest
traveling times along two directions changes from
4 = 22—-18 to 8 = 28 — 20 time units. The open ques-
tion is whether there exists such a set of dispatching rules
guaranteeing the same best traveling time in both direc-
tions?

In both cases the solutions times did not exceed one
second. The computational efficiency of the approach
proposed is repaid however by lack of any guarantee the
obtained SCCP’s cyclic steady state will follow assumed
frequencies of local processes executions within the cycle
Tc. That means the steady state obtained for a given
operation times following assumed frequencies of local
processes executions may change to the new one, for in-
stance as a consequence of operation time change, impos-
ing however the new frequencies. For illustration observe
that the increasing the operation time t22,6 executed on Ryg
along the stream PZ just by one unit of time (see Table 4)
results in new different frequencies of local processes ex-
ecution — instead the same (i.e., the process executes once
within the Tc of SCCP) frequency for all local processes
observed before the operation time change. That means
the method considered assumed the frequencies of local
processes are known in advance.
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Rys. 3. Diagram Gantta
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Fig. 4. Gantt diagram
Rys. 4. Diagram Gantta

Tab. 3. Constraints regarding resources R, and R;s and following
the new dispatching rules: a,, 019, 05, 015

Tab. 3. Ograniczenia ze wzgledu na Zrédta R, i R,5 oraz nastepu-
jace nowe reguty wysytki: oy, 049, 05, 015

Ry | x33(k) = max (xfe(k — 1) + 1, (x3 (k) +t32))
x15(k) = max (x3 4 (k) + 1, (x1 (k) +t12))
xf5(k) = max (xf 4 (k) + 1, (xf4 (k) + t1,4))
Rys: | xi3(k) = max (x36(k — 1) + 1, (xi (k) + t5,))
x33(k) = max (x34(k) + 1, (x3,(k) + t35))
x35(k) = max (x34(k) + 1, (634 (k) + t34))

Tab. 4. Operation times of SCCP’s (from fig. 2)
Tab. 4. Czasy pracy systemu z rys. 2

Streams i
"
7
P
P
P
Py

k k k k k k
tin | iz | tiz | tia | tis | tis

1 1 1 2 1 3

=W NN N =
_= N =N =&
= = s
NW W = W
e e e
e
e S e
> W N = =

5. Concluding remarks

In contradiction to the traditionally offered solutions the
approach presented allows one to take into account such
behavioral features as transient periods and deadlock oc-
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currence. So, the novelty of the modeling framework lies in
the declarative approach to reachability problems enabling
an evaluation of multimodal cyclic process executed within
cyclic processes environments (treated as the cyclic multi-
agent systems). The approach presented leads to solutions
allowing the designer to compose elementary systems in
such a way as to obtain the final TNI’s scheduling system
with required quantitative and qualitative behavioral fea-
tures. So, we are looking for a method allowing one to
replace the exhaustive search for the admissible control by
a step-by-step structural design guaranteeing the required
system behavior.
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Harmonogramowanie multimodalnych
cyklicznych systemow transportowych

Streszczenie: W artykule podejmowana jest problematyka har-
monogramowania marszrut pasazerskich realizowanych w multi-
modalnych systemach komunikacji (MSK) miejskiej obejmujacych
linie autobusowe, tramwajowe, pociggowe, a takze linie metra
i linie promowe. MSK modelowany jest jako sie¢ linii komunikaciji
miejskiej realizujgcych swoje cykliczne marszruty transportowe
zadang liczba odpowiednich $rodkéw transportu pasazerskiego,
tzn. autobuséw, tramwajéw, pociagdw itp. Przyjmuje sie, ze linie
te umozliwiajg przesiadanie sie pasazeréw na wspdlnie dzielo-
nych stacjach przesiadkowych. Rozwazany problem dotyczy
doboru takiej struktury i organizacji ruchu poszczegélnych linii,
ktére zapewnig podobne czasy przejazdu (na podobnych dystan-
sach) podréznych przemieszczajacych sie w réznych kierunkach.
Problem ten nalezy do problemdéw NP-trudnych. Proponowane
w pracy rozwigzanie przyjmuje model deklaratywny MSK sprowa-
dzajgc rozwazany problem harmonogramowania do postaci de-
terministycznego problemu spetniania ograniczen. Zamieszczone
przyktady implementacji tego problemu w jezyku programowania
z ograniczeniami potwierdzajg uzyteczno$¢ zaproponowanego
modelu harmonogramowania MSK.

Stowa kluczowe: harmonogram cykliczny, transport multimodal-
ny, model deklaratywny, programowanie w logice ograniczen
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