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trajectories modelling
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Abstract: This paper describes a way of the face characteristic
points trajectory synthesis during emotion changes. The points
were selected in according to human face anatomy properties and
based on an available system of face movements description. The
motion curve was proposed to model changes of emotions on a
three-dimensional geometrical model of the human face.
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1. Introduction

In the recent years the research of analysis or synthesis of
emotions has become increasingly popular. Emotions play
a significant role because human face is a natural medium
of communication. Most of human emotions are expressed
through the face and can provide intuitive communication
between user and machine (HMI-Human Machine Interac-
tion) [13]. Developments in the field of emotions synthesis
are used in many applications of the HMI [16], where one
of the main goals is to create believable embodied agents.
Its main concern is creating a virtual representation of the
human which is able to interact with the users. Emotion
modelling may be used in different applications like user-
friendly interfaces [18], [19], portable personal guides [15],
edutainment systems [17] and social robots (human-robot
interaction) [14].

For facial expressions modelling on three-dimensional
face model a number of methods exist. The most popular
are image-based approaches (morphing techniques) [23] or
techniques that utilize captured data of face motion [24].
In paper [22] F. Erol proposed system for face animation
that uses parametric interpolation techniques for model-
ling individualized emotions. For this purpose front and
side views of the human faces with located markers were
captured. Positions of markers were extracted manually
and then used to deform the face model. Still popular is a
key-frame method called morphing between fixed and va-
riable elements of mesh. In [25] a group of six basic facial
expressions is generated based on facial animation para-
meters (FAPS). The transitions between expressions are
produced by interpolation between different emotional sta-
tes using 2D morphing techniques and transformations of
geometric model. This system can be used in applications
associated with avatars or emotions recognition. Garre et
al [26] have adopted a mass-spring system to implement
animation of deformable objects. This method gives more
realism than i.e. Free Form Deformation. In [27] motion se-

quences captured from video are processed by finding the
optimal path between user specified key-frames for control
of movement, location and timing.

There are many approaches to the problem of anima-
tion. In this paper method of obtaining a movement model
of individual landmarks, by using three-dimensional model
of the face assigned with the bones model as the objects de-
forming the mesh object was proposed. Each bone deforms
the face mesh by using vertex weights, ensuring smooth
transformation and movement of points.

The paper is organised as follows. Next section is descri-
bing the proposed approach. In the section 3 experimental
results and their evaluation are presented. Finally, we com-
plete the paper with conclusions.

2. Proposed approach

The primary aim of this paper is modelling emotional
states of the human face. The modelling of the object
changes is done on a 3D model of the face, by using a
system of the bones and a proposed trajectory function of
motion. We have designed a deformable three-dimensional
face model accordingly to the face anatomy [8], [2]. The
knowledge of the face structure and the relationship between
muscles is important because the main goal was to build
a face model suitable for animation. Therefore we had to
take movements aspects into account. From the movement
analysis point of view, the essential step is the selection of
characteristic points of the face. On the basis of the face
actions classification (FACS) [3] and anatomical aspects
of the face [4, 5, 9] a group of 21 landmarks was selected.
Points were marked on the faces of volunteers, captured
in the form of video sequences and then values of points
movements were obtained from video material. Location
of every point was recorded in the neutral state and in
every of six chosen emotions (joy, fear, disgust, anger,
surprise, sadness). Recordings were performed under the
same conditions, the illumination and distance between
camera and captured face were the same in each case.
Comprehensive emotions classification system called
FACS describes how muscle actions are related to the
facial appearance [1]. In this system each muscle movement
is described as minimal units called facial Action Units
(AU’s) [7]. Through a combination of individual units it
is possible to create almost any facial expression. On the
basis of this system, a set of facial characteristic points and
14 units of the movements were selected, which were used
to generate animation in this work. In most cases 14 units
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Rys. 1. Ekspresje 6 podstawowych emocji wedtug systemu FACS oraz wybrane jednostki ruchu
Fig. 1. Expression of 6 basic emotions according to FACS movement rules and selected Action Units

are enough to create 6 basic emotional states [3]. Figure 1
shows a number of Action Units which were selected for
data acquisition and animation. These units were chosen
in according to [3] and based on analysis presented in [11]
and [12].

For the purpose of mapping movement trajectories on
the 3D model, bone-based deformation method was chosen.
The bone model has been assigned to the 3D face model
using characteristic points. Therefore manipulating the face
geometry to change the appearance is possible. The number
of the bones corresponds to the number of characteristic
points - hence the 21 bones in our study were created. The
bones are rigid non-deformable objects [10] and they are
assigned to characteristic points of the model. Proposed
bones system is depicted in figure 2. An additional related
issue is bone modification. The area closest to the bone is
the one most strongly modified, while the areas located
further are less affected. The strength of the influence of
the bone is fixed using weights and based on the methods
described in [20] and [21].

Having mapped points and the system of the bones on
3D model each bone has been translated in according to the
values recorded from the video sequences. The trajectory
of the movement of individual bones has been altered in
order to get the change in the appearance of the face. In
animation one of the Hermit polynomials [6] has been used.
There is a limitation that one of three bone coordinates will
reach its maximum value quicker than others. Therefore, in
order to obtain desired movement shape, additional phases
denoted by parameters tq, ts have been added (figure 3).
The factor t4 is initial delay, ts is the saturation time at
desired level, t. denotes movement time and u is normalised
difference of bone positions in neutral and target state.

In case when all parameters of trajectories are defined,
the complete animation is then performed by translation
of bones positions as expressed by equation 1.
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The new bone position [} (t), v} (t), z(t)]T is determined by
initial value of bone [z;, y;, zi]T and translation function §
depicted in the equation 2 (i, iy, 7. are i-th indices for

each coordinate).

0 it tq>t>0

G (tyta,ts,u) = w-p(tta, ts) if  ts>t>ta, (2)
u if  1>t>ts

where:
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ta+t.+ts = 1, a is the scale factor selected depending on
movement strength, ¢ denotes the bone index, i =1,..., N
and N is the total number of bones used in model.

In figure 4 the examples of movement trajectories
obtained by modification of the values tq, t; (for three
bones in joy state) are shown and emotions modeled by
the change this values are depicted in figure 8.

3. Experimental evaluation

The main medium for transferring information about emo-
tions are the regions of the eyes and mouth, therefore
as it can be seen in figure 2, distribution of the bones is
concentrated in these regions.

Obtained directions and values of bone movements as
well as selected t4, ts can be used to determine the groups of
bones with similar properties. This approach is facilitating
the translation of a group of points, because we can move a
number of points with one function. Creating groups allows
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Rys. 2. Proponowany system kosci z oznaczeniami (a), widok z boku systemu kosci przypisanego do modelu twarzy (b)
Fig. 2. The proposed bones’ system with bones’ names (a), bones assigned to the face model in the side view (b)

T

Rys. 3. Proponowana funkcja trajektorii ruchu z opéznieniem
poczatkowym (t,) oraz czasem nasycenia (ts)
Fig. 3. Proposed trajectory function with delay (¢4) and saturation
(ts) intervals

us to simplify the controlled model, which leads to faster
calculations. Taking into account bone system described
in previous section and excluding the aspect of symmetry
(left and right bones are treated as different areas) of the
face it’s possible to create 8 groups (figure 5).

Knowing the values of u, we can determine which point
has the highest activity. The most active points for every
emotion are located in mouth area, in the lips corners to
be exact. For most points, the coordinate of depth (in our
case Y) has very small value and reaches its target value
before others. As an example in figure 6 bones’ coordinates
assigned for the mouth are shown.

For five emotions a symmetry in the movement has
been observed, however for one emotion called ’disgust’
evident asymmetry has appeared. The right side of the
face has a larger values of ts, so has saturated faster than
the left side. For comparison in figures 6 and 7 trajectories

of the movement for mouth and left eye are shown. As
can be seen they are determined at different times, despite
the apparent symmetry. For the remaining emotions the
saturation time was similar, but keep in mind that the
movement largely depends on the test items, i.e. biological
conditions of the face and emotions intensity.

Comparing the t4 values, it is possible to notice which
part of the face initiates emotions. The area of eyes is
responsible for fear, surprise, disgust emotions and joy,
sadness, anger corresponds to the mouth area. This infor-
mation can also be useful in case of initial forming of the
bone groups.

4. Conclusion

In this paper an attempt to obtain the trajectory of in-
dividual characteristic point of the face was made and in
the result animation of emotional states’ changes were mo-
delled. At the stage of modification, non-deformable bone
objects and functions of movement changes were used. Me-
thod of generating the trajectories of the movement, as
well as a proper selection of the ¢4, ts movement values can
be developed later on. Currently we are working on mar-
kerless trajectories using natural facial features only. As
mentioned earlier, each face has different properties and
each person expresses emotions in different way. In this
work only one emotion synthesis animation approach was
presented. In future works there is a plan to increase a set
of analysed video sequences with larger number of different
faces and emotional states.
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Rys. 4. Przyktadowe trajektorie ruchu dla réznych parametréw u, t4 oraz t; w przypadku wspétrzednych kosci: cheek2.l-x (a),
lip.bottom.loc.l-y (b), lip.upper.loc.r-z (c) i cheek1.l-z (d).
Fig. 4. The example of movement trajectories for different parameters u, t4; and ¢ in the case of bones’ coordinates: cheek2.l-x (a),
lip.bottom.loc.l-y (b), lip.upper.loc.r-z (c) and cheek1.l-z (d).
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Rys. 5. Grupy kosci zgodne z kierunkiem ruchu
Fig. 5. Groups of bones consistent with the direction of movement
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Rys. 6. Trajektorie ruchu dla wspdirzednych kosci z obszaru ust: lip.corner w stanie zdziwienia (a) oraz lip.bottom w stanie radosci (b)
Fig. 6. Movement trajectory for bones’ coordinates of lips area: lip.corner in surprise state (a) and lip.bottom in joy state (b)
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Rys. 7. Asymetria ruchu na przyktadzie stanu niesmak dla wspétrzednych kosci z obszaru ust: lip.corner.z strona prawa i strona lewa twarzy
(a), dla wspdtrzednych kosci z oszaru oczu: upperlid.z strona prawa i lewa (b)
Fig. 7. Movement asymmetry on the example of disgust state for the bones’ coordinates from the mouth area: lip.corner.z right and left side
of face (a), for the bones’ coordinates of eyes area: upperlid.z right and left side (b)
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Rys. 8. Przyktady syntezy ekspresji twarzy uzyskane w procesie translacji wspdétrzednych kosci: niesmak (a), rados¢ (b), smutek (c),
zdziwienie (d), strach (e) oraz ztos¢ (f)
Fig. 8. Examples of synthesis of facial expressions obtained in the translation of bones’ coordinates process: disgust (a), joy (b), sadness
(c), surprise (d), fear (e) and anger (f)
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Animacja ekspresji twarzy na podstawie
modelowania trajektorii ruchu

Streszczenie: Niniejszy dokument opisuje sposéb syntezy trajektorii
punktéw charakterystycznych twarzy podczas zmian emocji. Punkty
zostaty wybrane zgodnie z wtasciwosciami anatomicznymi twarzy
cztowieka oraz na podstawie systemu FACS opisujacego aktywnosé
twarzy. Do modelowania zmian emocjonalnych na tréjwymiaro-
wym geometrycznym modelu twarzy cztowieka zaproponowano
uogdlniong postac krzywej ruchu.

Stowa kluczowe: ekspresje twarzy, punkty charakterystyczne,
tréjwymiarowy model, animacja twarzy, interakcja cztowiek-
maszyna (HMI)
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