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A b s t r a c t . An original development is described in this 

work of the forecasting of so-called rare events concerning the 

agro-ecological systems. Under deÞ nition “rare” it is necessary 

to understand events which take place during some observed 

process, time intervals between them are so great that it is pos-

sible to consider that they practically do not inß uence each 

other. The beginning of the rare events can be called as a “bi-

furcation point” of the observed process. Both the multistage 

procedure of the forecasting based on principles of inductive 

modeling and the selection criterion of the best forecasting 

models are described.

K e y w o r d s : inductive modeling, algorithm of modeling, 

criterion of models selection, agro-ecological system, forecast-

ing, bifurcation points, rare events. 

INTRODUCTION

In the projects of the complex agro-ecological systems 

researches it is necessary to decide tasks when some 

phenomena have a substantial inß uence on the result, but 

they take place very rarely and are hardly predictable. 

Time intervals between such events are so great that it 

is possible to consider that they practically do not inß u-

ence each other, i.e. it is possible to consider that cross-

correlation dependence between them is absent. Such 

phenomena have got the name of «rare» events and the 

beginning of such rare events can be called as a “bifurca-

tion point” of the observed process. The classic example 

of rare events can be a date (a top) of freezing of the river 

or water storage in a natural environment. Although in 

the middle zone of Europe freezing takes place practically 

annually, time intervals between its occurrences are so 

great, that it is possible to assume that each instance of it 

has no inß uence on any other. It is also possible to include 

natural cataclysms, for example typhoons, hurricanes, 

earthquakes etc. to the category of rare events which 

can have the substantial negative affect on the agrarian 

sector of economy and on the mankind habitat in general. 

Another example of a rare event can be an applica-

tion of some complex technical unit (engine, computer 

etc.) which is characterized by a natural similarity and 

almost identical operating conditions. It is possible to 

continue this list of rare events. Therefore, undoubtedly, 

the successful forecasting of rare events is essential for 

the decision of many tasks in the ecology, economics 

and in research of reliability while complex technical 

systems are being tested.

In [1] the decision of the forecasting task of the water 

basin freezing date determined with the harmonic algo-

rithm of Group Method Data Handling (GMDH) [2]. The 

rare event was the moment (on forecast interval) in which 

the forecast value of the process passed its critical point.

In the present article [3] the original approach for the 

forecasting of rare events is offered. It uses a technique 

that is effectively used by experienced specialists in di-

agnosing and predicting failures of technical devices. By 

‘rare’ it is suggested to understand an event, coming in 

the object under analysis, for which there have been no 

precedents in recent past (not exceeding the maximum 

time of delay 
max

). 

THE PROBLEM OF RARE 

EVENTS FORECASTING 

IN AGRO-ECOLOGICAL SYSTEMS

Under the object of modeling design in the agro-

ecological systems we will understand the same physical 

object investigated on a time interval long enough for the 

multiple (n times) observations of an interesting event, or 

few (n) observations of the same type ecological objects, 

which is observed at the same conditions in a time interval 

including only one event. Obviously, these cases can take 

place both in ecological and in technical applications. 

However, usually the Þ rst case goes to the ecological 
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systems (where the same water basin is explored during 

the sufÞ cient amount of years from the point of view of 

modern modeling methods of the freezing moment). The 

second one is closer to the technical systems. An example 

is when simultaneously the monitoring of a group of 

the same type engines or other technical devices takes 

place, from the beginning of exploitation to the moment 

of their failure. 

Obviously, in case of our agro-ecological (ecological) 

modeling systems both cases can take place and both 

procedures of initial information reception are acceptable. 

Traditionally, it is possible to formulate the task of 

forecasting as follows. There is the prehistory of an ob-

ject’s behavior on the observation interval Ò
obs

 = [t
0
, t

k
], 

Þ xed in a corresponding datasheet (in the database). It is 

required to synthesize a model describing the behavior 

of this object on the forecast interval Ò
f
 = [t

k+1
, t

ó
].

We will formulate the task of forecasting of the rare 

event (“bifurcation point” of the process) as follows: let 

(1) – the result of monitoring of some system on the 

interval Ò
obs

 = [t
0
, t

k
] n times of interesting us event 

i
, i = 1, 2, …, n. Or (2) - monitoring of n same type 

agro-ecological systems in which the event once took 

place. Further, we will follow the scheme (1).

Obviously, is possible to split up all the interval Ò
obs

 

into n intervals: Ò
obs

 = [t
0
, t

S1
, …, t

Si–1
, t

Si
, …, t

Sn–1
, t

Sn
], 

where t
Si
 is the moment of i-th event. Such splitting fol-

lows the indicated assumption that only one event 
i
 took 

place on interval [t
Si–1

, t
Si
]. In addition, every interval 

[t
Si–1

, t
Si
]  is broken into l of narrower intervals t' = [t'

j–1
, 

t'
j
] = const, j = 1, 2, … l and in its knots the control of 

parameter tests of object are produced. Thus, there is the 

set of n moments of events 
i
, i = 1, 2, …, n in our task. 

The forecast of (n + 1)-th moment of time is the subject 

of our researches. 

Such a problem can be described through the fol-

lowing regressive equation of a model:

1

2

1(0), 1( 1), 1( ),

2(0), 2( 1), 2( ),

(0), ( 1), ( ),

{ ...,

...,

..., }
m

f

m m m f

y f x x x

x x x

x x x

τ

τ

τ
θ

− −

− −

− −

=

              

                             ...

               , (1)

where: y is the output (forecast) value, 
i
, i = 1, 2, ..., m 

- arguments, 
1
, …, 

m
 are the delays of each argument 

taken into account,  is the vector of the estimated pa-

rameters. 

More laconically, model (1) can be presented as

 ( , )f fy f X θ= . (2)

The difference of such approach from traditional 

forecasting procedures: (1) among the arguments of 

function f (•) the delay arguments of output value y are 

absent and (2) - output value is the time between the last 

supervision (control measuring) and beginning of rare 

event (bifurcation point of process). Thus, on the interval 

t' = [t'
j–1

, t'
j
] of rare event, the occurrence y  t', and on 

the interval of «non-occurrence» (precedence) – y > t'. 
In [3], for the solution of the same problem, the 

original and effective method of initial informative 

base forming is also presented. This procedure got the 

name «ß oating scale» to indexation of delay arguments. 

«Floating» indexation means that index «0» appropri-

ated to the control moment of event has occurred. In 

this case we have a situation y  (t'
j–1

 – t'
j
). «Floating» 

indexation must be used for the creation of datasheet. 

Values x
i(– i)

 must correspond to the delays of i-th interval,

i = 1, 2, ..., n. 

PROCEDURE FOR PREDICTION OF RARE 

EVENTS IN AGRO-ECOLOGICAL SYSTEMS

The feature of the agro-ecological systems is that 

in complex processes in such systems the rare events 

of interest can take place in very limited times. If to 

consider the second variant of rare events research, i.e. 

the similar agro-ecological systems, then the amount of 

rare events in them can be rather small. In both cases the 

statistical data of initial supervisions are very limited. 

Thus, to the algorithms which could be possible to use 

for the modeling and decision of prediction task of rare 

event, strict requirements are demanded:

1)  algorithms must save operability at limited low 

times of supervisions (n);

2)  algorithms must save operability at high ratio 

signal/noise to be antijamming;

3)  algorithms must have high speed and be able 

to process large datasheets for the modeling of 

optimal results in the form (1).

For today, the techniques of inductive self-organi-

zation of complex systems correspond to such strong 

conditions [4, 5]. Our multistage procedure of rare event 

forecasting can be presented as a next kind. 

The 1-st stage: the designing of primary informa-

tive base (datasheets). Informative delay arguments (on 

) are needed to determine the extremum of autocor-

relation function or rank correlation. It allows to take 

into account only those delays which mostly inß uence 

the investigated process in the agro-ecological system 

and to eliminate a large bust of all possible combi-

nations of delay, which greatly simpliÞ es the output 

expression (1). 

The 2-nd stage: a synthesis of equation (1) - is teach-

ing of a model. This stage is not less responsible than 

the stage of basic data preparation. Here, it is appropri-

ate to apply the so-called combinatory (at small m) or 

multistage (at sufÞ cient m) algorithms of Group Method 

of Data Handling (GMDH). Simplifying denotations, it is 

possible to present for example the chart of combinatory 

algorithm in another way.

Step 1. The equation of the model contains only 1 

member (if necessary it is possible to include a free mem-

ber of 
o
) in the equation: 
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 y = f (a
0
, x

i
), i = 1, …, m (3)

Step 2. Equation (1) contains 2 (with free member 

- three) elements: 

 y = f (a
0
, x

i
, x

j
), i, j = 1, …, m, i  j. (4)

Step s. Equation (1) contains s (with free member 

– s+1) elements: 

 y = f (a
0
, x

1
, … , x

2
, … , x

s
). 

The 3-rd stage: the prediction of 
(n+1)

. Let on ( +1)-
th interval [t

sn
, t

sn+1
] the regular observations under the 

above conditions be made. While reaching the length of 

the interval equal to the maximum delay in equation (5), 

y is calculated. If ó > t', the next control measuring is 

produced. Such procedure is performed until the output 

value becomes smaller than interval t'. In this case, the 

value of y will be the time after expiration of which an 

event will occur after the last moment of observation 
(n+1)

.

The increase of model complication takes place until 

reaching the minimum of selection criterion or until the 

moment of its stabilization takes place. In the last case 

the model corresponding to the minimum complexity is 

selected. Under “complication” in an inductive modeling, 

the amount of members in the right part of equation (1) 

is understood. 

Thus, the teaching of model (1) is the task of identi-

Þ cation which, from the positions of inductive modeling, 

is exhaustively formulated in [6], as follows. The task of 

identiÞ cation consists of forming, from the observation 

data ( )W X y= ⋮  of the same set of ℑ models having 

different structures of the kind ( , )f fy f X θ=
⌢⌢

, where  

is the vector of the estimated parameters and selecting 

the optimal model under the minimum criterion CR():

 * argmin ( , ( , ))f
f

f CR y f X θ
∈ℑ

= 
⌢

 (5)

where: estimations of parameters fθ
⌢

 for each f ℑ 

are the decision of task 

 argmin ( , , )
s f

f f

f R

Q y Xθ θ

∈

= 
⌢ ⌢

, (6)

where: Q()  CR() is the criterion of decision quality 

in the parametric identiÞ cation task of private model of 

complexity s
f
 generated in the task of structural identi-

Þ cation (1).

Most the often applied criterion of the models se-

lection in the indicated algorithms is the criterion of 

regularity:

 
22

( )
s s sB B B B AAR s y y y y θ= − = −

⌢⌢ ⌢
. (7)

This criterion, as well as all the criteria in the induc-

tive modeling of the complex systems, has the properties 

of external addition [2] which assume the breaking up 

of the set 

( )W X y= ⋮  into two non-overlapping subsets: teach-

ing A (for the evaluation of models parameters) and veri-

Þ cation (for the calculation of model errors, A B = ). 

The form of record and the denotations are stored by the 

theoretical work [6].

Among the often applied criteria of selection CR() 

it is necessary, Þ rst of all, also to name the minimum of 

deviation criterion and the balance of forecasts criterion. 

Information about these criteria, conditions and ways of 

their applying can be found in [2, 4, 5, 7]. 

We will mark in the conclusion, that the described 

approach in one or another way was successfully used 

both in the tasks investigations of complex ecological 

processes (forecasting of large reservoirs of freezing, 

forecasting of processes of territories contamination and 

other ones) and at solving complex technical problems 

(forecasting the occurrence of anode effect, etc.).

CONCLUSIONS

In this article the original approach for forecasting 

of the so-called rare events taking place in the agro-

ecological systems is described. Under term “rare” in 

the agro-ecological (ecological) systems it is necessary 

to understand the events which take place during some 

observed process, and time intervals between them are so 

great, that it is possible to consider that they practically 

do not inß uence each other. Two possible approaches to 

the forming of initial informative base (of data tables) 

for identiÞ cation of such processes and phenomena with 

possibility of forecasting of a rare event beginning mo-

ment are described. A multistage procedure of forecast-

ing based on inductive modeling principles as well as 

a criterion of selection of the best forecasting models 

is described. 

The described approach has a wide range of applica-

tion in agro-ecological, in technical, medical, biological 

and many other Þ elds, where it is necessary to have a fore-

cast of not only output value of a process (temperature, 

for example) but also the knowledge of the peak of rare 

event in the investigated process. 
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