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Abstract: Reduction of singular fractional systems to standeadtional systems and decomposition of singufactfonal
discrete-time linear systems into dynamic andcstadits are addressed. It is shown that if theipehsingular fractional li-
near discrete-time system is regular then the sngystem can be reduced to standard one andn ibe decomposed into
dynamic and static parts The proposed proceduredased on modified version of the shuffle algamitand illustrated

by numerical examples.

1. INTRODUCTION

Singular (descriptor) linear systems have been ad-
dressed in many papers and books (Dodig and S2308;
Dai, 1989; Fahmy and O’'Reill, 1989; Gantmacher, Q96
Kaczorek, 1992, 2007a; Kucera and Zagalak, 1988).
The eigenvalues and invariants assignment by state
and output feedbacks have been investigated in i¢Dod
and Stosic, 2009; Dai, 1989; Fahmy and O’Reill, 498
Kucera and Zagalak, 1988; Kaczorek, 2004) and eladi-r
zation problem for singular positive continuousdirays-
tems with delays in Kaczorek (2007b). The compatati
of Kronecker’s canonical form of a singular peral been
analyzed in Van Dooren (1979). The fractional ddfdial
equations have been considered in the monograph
(Podlubny, 1999). Fractional positive linear systehave
been addressed in (Kaczorek, 2008, 2010) and imthe-
graph (Kaczorek, 2011). Luenberger in (Luenbert)er,8)
has proposed the shuffle algorithm to analysithefdingu-
lar linear systems.

In this paper a modified version of the shufflecalthm
will be proposed for the reduction of the singdtaictional
system to equivalent standard fractional system
and for decomposition of the singular fractionadteyn into
dynamic and static parts.

The paper is organized as follows. In section 2
it is shown that if the pencil of the singular systis regu-
lar then the singular system can be reduced tovalgumt
standard fractional system. The decomposition ofidar
fractional system into dynamic and static partaddressed
in section 4. Concluding remarks are given in s&ch.

To the best of the author's knowledge the reduction
and the decomposition of singular fractional lindecrete-
time systems have not been considered yet.

The following notation be used in the paper.

The set ofnxm real matrices will denoted bR™ ™
and R":=R"™1, The set of mxn real matrices
with nonnegative entries will be denoted BRT*"
andR? := R, The set of nonnegative integers will be
denoted byZ, and then x n identity matrix byi,,.
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2. REDUCTION OF SINGULAR FRACTIONAL
SYSTEMS TO EQUIVALENT STANDARD
FRACTIONAL SYSTEMS

Consider the singular fractional discrete-time dineys-
tem described by the state equation:

EATX41 = A% +Bu;, iDZ, ={01,...} (1)

where, x; € R™,u; € R™ are the state and input vectors,
AERV™ME € RV, B € R™™ and the fractional differ-
ence of the ordet is defined by:

i
ATx; = Z(_l)k(ajxi—k ,0<a<1 )
k=0 k
a 1 for k=0
= -1..(a-k+1 3
(kj ala-3..@ ) for k=12... ®)
k!
It is assumed that:
detE =0 (4a)
and
det[Ez —A] # 0 (4b)
for somez € C (the field of complex numbers).
Substituting (2) into (1) we obtain:
i+1
D EcXi ke = AG +BU;, iDZ, )
k=0
where:
a
o = (—1)k[kj (6)

Applying the row elementary operations to (5) we ob
tain:

i+1

3 B

E
Ol}ckxi—kﬂ =[:ﬂxi +|:Bjui S0z, (7)



where E; € R™*" is full row rank andA; € R™*™,
1, € ROTIOXM, B, € R, B, € RN, The equa-
tion (7) can be rewritten as:

fElckXi —k+1 = AX + By (8a)

k=0

and

0= Aox + By (8b)
Substituting in (8b) byi + 1 we obtain:

AoXi41 = ~Ballivg )

The equations (8a) and (9) can be written in thefo

|:E1}XI e {A& ‘31'51}(I |:C2E1}Xi .
Ay 0 0

™= 0
T e o e

If the matrix:

B
11
M -

is nonsingular then premultiplying the equation)(b9 the

(10)

inverse matrw{ Al] ~1 we obtain the standard system:
2

Xi+1 = ApX + AXi—q +...+ AXo + Bolli + Billjg (12)
where:

) BT
o A *_Eﬂ {Ci +01E1} (13)

w2/ T3 3] 1)

If the matrix (11) is singular then applying thewrele-
mentary operations to (10) we obtain:

Sl
S - S 1 e

Ay B2o B21
v s o B o e

whereE, € R™*" is full row rank withn, > n, and4,; €
g}_{nzxn' Ay € RO j=0,1,..,i, B, € RM,
Ay € ROTDXM e = 0,1,

From (14) we have:
0= ApgX; + Ag1X_y +...t AgiXg + Bogllj + Bogllig  (15)

Substituting in (15)i by i + 1 (in state vectorx
and in inputu) we obtain:

AooXi1 = —Pg1X = Booli+1 ~ Bogj+2 (16)

From (2.14) and (2.16) we have:

(14)

—AgiX
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Sl b {3

B B 0 (7)
+[ ZO}Ui +[ 2t }le |: = }UHZ
0 -Byo =By
If the matrix:
E
[_2 } (18)
Axg

is nonsingular then premultiplying the equation )(17
by its inverse we obtain the standard system:

Xi+1= A% + A g+t AXg

. . - (19)
+BoUj + ByUj+q +Bolis o
where:
SIS
%o ['K‘Z} ~Ag | A= Ago| [~Ax2
~ _| B2 | | A
o AfETT]
Ao 0 (20)

w5 5] e R 1)
SN

If the matrix (18) is singular we repeat the praged
Continuing this procedure after at mossteps we finally
obtain a nonsingular matrix and the desired fracticsys-
tem. The procedure can be justified as follows. &leenen-
tary row operations do not change the rank of tlarimn
[Ez — A]. The substitution in the equations (8b) and (15)
ibyi + 1 also does not change the rank of the matrix
[Ez — A] since it is equivalent to multiplication of titgswer
rows by z and by assumption (4b) holds. Therefore,
the following theorem has been proved.

Theorem 1. The singular fractional linear system (5) satisfy-
ing the assumption (4) can be reduced to the stdrfdac-
tional linear system

X1 = AoXi + X+t Ao + Bl 1)
+BUjyg ot Bpui+ p

where 4; € R™", j=0,1,..,i, B, e R™™, k=01,

...,p <n whose dynamics depends on the future inputs

Ujt1) ooy ui+p'
Example 1. Consider the singular fractional linear system
(1) fora = 0,5 with:

50 2 02 2 -2 1 2
E=[2 0 1|, A=| 2 1 0| B=|-1 2|. (22
100 -18 0 -1 2 -1

In this case the conditions (4) are satisfied since
detE =0 and
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5z-02 -2 2z+
detEz-Al=|2z-2 -1 z |=z-02
z+18 O 1

Applying to the matrices (22) the following elemayt
row operationsL[1+2x(-2)], L[3+1x(-1)] we obtain:

502 02 2 -2 1 2
[E AB=[201 2 1 0 -1 2
100-180 -1 2 -1

100 -380 -2 3 -2

2201 2 1 0 -1 2 (23)
000 2 0 1 -1 1

(8 A B

0 A B

and the equations (8) have the form:

iicloo_ _[-s8 0 -2] [3 -2]
Ko o 1/9%17 2 1 o171 2"

k=0

(24a)
and
0=[2 0 1x +[-1 1y (24b)

Using (6) we obtain:

——a =—-q =- = (- 2 a :a(a_l):—i
= [J a=-05, ¢, =(-) [2} 2 3’

ira(a-1..(a-i)

s Ga1 = () o

a=05

and the equation (10) has the form:

100 -33 0 -2 100
2 0 1x4=| 3 1 O.5xi+E201xi_1
2 01 0 0 O 00O
(25)
100 3 -2 0 o0
—.= G412 0 1|Xg+|-1 2 |y +|/0 O |uy
00O 0 0 1 -1

1 0 0

The matrix [2 0 1] is singular and we perform

2 01
the elementary row operatioh[3+2x(-1)] on (25) ob-

taining the following:

100 -33 0 -2 1 00
20 1lxy=| 3 1 05[x+% 2 0 1|xg4
000 -3 -1 -05 -2 0 -1

1 0 0 3 -2 0 O
.= G4l 2 0 1 |X+|-1 2 ju+/0 O Uy

-2 0 -1 1 -2 1 -1

(26)

The matrix:
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1 0 0

=)
2l=l2 0 1 27)
Aol |3 _1 _os

is nonsingular and we obtain the equation (19)
with the matrices:

1 0 071Y-330 -2

-1
~ [E
AO:[_Z} [AEO} 2 0 1 3 1 05
Aol =P |_o 4 _
3 -1 -05| | 025 0 0125

-33 0 -2
=| 485 -05 3625
96 1 45
i 1 0 o0 Y100
Az{_z}{p‘z'}zz 0 1| (201
#20 -3 -1 -05| |0 0 O
1.0 0
=-3 0 -05|
00 1
(28)
e ey 1 0 o]Y3 -2
{_H ]_2 0o 1| |-1 2
Ax| | O
-3 -1 -05| |0 ©
3 -2
=|-55 3
-7 6
) {Ezr{Bu} 1 0 07%o0 o
-1 5 21 1=l 2 0o 1 00
foo] L7B20] | 3 4 _o5] [-1 2
0 0]
=1 -2
0 0

= 1 0 o0
B —{EZ { 0 }— 2 0 1 00
2—_ __ -

-3 -1 -05| |-1 1

3. DECOMPOSITION OF SINGULAR
FRACTIONAL SYSTEM INTO DYNAMIC
AND STATIC PARTS

Consider the singular fractional system (5) switigf
the assumptions (4). Applying the procedure present
in section 2 aftep steps we obtain:



E A A Ay
Ply, —|_PO X + T N e %
{0 }Xﬁl {Apyo} ' {Apz K- Api °

B B B
p.0 pl p.p-1
+ =P u + Uisg ¥t Uit po1
{pro} | {Bpl} " {BP P‘J P

where E, € R™*" is full row rank, 4,; € R"*", A4,; €

(29)

RO j=0,1,..,p and By € R™, B, €
RO-p)>XM | = 0,1, ...,p — 1 with nonsingular matrix:
E
—P |ogmn (30)
Ap,o

Using the elementary column operations we may reduc

the matrix (30) to the form:

In 0
|:A2p1 In—n :|’ A21DD

(n=ny)xn,

(31)

and performing the same elementary operations en th

matrix [, we can find the matrig € R™ " such that:

B (32)
Ap,o A1 In—np

Taking into account (32) and defining the new sage-
tor:

@ _
X =Q7x =[§<z>]’ xoo%™, §P0o™™, 10z, (33)
X

from (29) we obtain:
%%, = EpXian = EpQQ X141 = Ay 0QQ 1 + Ap1QQ x4

1
+..+ AGQQ X+ Bpoli +Bpalisg +..+ Bp pqUispg

1) 1)
=[Aps Ar(nz)][ (z)] [AD) A(Z)]L(z)]

o
+.4[A] A(Z)]{X(()z)] *+Bp ot +Bpati+g

+..+ Bp,p_lqu_l
_ A0 @ 22 D@ 2)5(2
= ABTD + AQRE 1+ ADTS + AT
+Bp,0ui +Bp1ui+1+...+ Bp’p_lqu_l, idz,
(34)
and

=@ _ _ A 0 _ RO 2)<(2
)‘i()‘_Alei()_A;()) ()_AF(J) 2 _
~Bpoli -

A0z @%@
A A0

- Bp,p—1ui+p—1y 0z,

(35)
where:

_1A® A@7 & 120 F@7 - -
AQ=[A ALY Ay =[AY AP j=01..i (36)

Substitution of (34) into (35) yields:
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%D = Aok @ 4+ ALK + B ou;

+...+ Bp’p_lu”p_l, i 0z,

@37)

where

1) 2 O
oo = ASL = Al Aoy, ... Ay = AY)

2) AL
~ABAY
— .
Bp,p-1=Bp,p-1 = A5 0Bp,p-1
(38)

The standard system described by the equation (37)
is called the dynamic part of the system (5) aredsystem
described by the equation (35) is called the stptct
of the system (5).

Therefore, the following theorem has been proved.
Theorem 2. The singular fractional linear system (5) satisfy-
ing the assumption (4) can be decomposed into yhard-
ical part (37) and static part (35) whose dynandepend
on the future input;, 4, ..., Uj1p—1-

Example 2. Consider the singular fractional system (1)
fora = 0,5 with the matrices (22). The matrix (27)
is nonsingular. To reduce this matrix to the forBi)(

-B .-A@F
Bpo=Bpo~ABpo...

we perform the elementary operationR[1+3x(-2)],

R[2x(-1)], R[23]. The matrixQ has the form:
1 0 O
Q=0 0 -1
-2 1 0

and
1 0 Of|1 ool |1 o0 O

=
2lo=l2 0 1|0 0 -1/=l0o 1 o0
A2 -3 -1 -05|-2 1 0| |-2 -05 1
A21=[_2 _0.5], n2=2.

The new state vector (33) is:

10 0fxi| req
% =QM =2 0 1|x =[ (2)]
0 -1 0] x3; % (39)

-
g0 = }~<2>=_X2’i_

_ZXLi+X3,i %

In this case the equations (34) and (35) havedirad:
~ 07 -2 0 |- 1 _

0 0 2 gl
>(i(+):l_ 2 05i| () |: ]j|xi( )+ 3 XI(—)l

) -2
T GgXy T t 5 Ui

and

(40)

%@ =12 05%® +[025 0]%Y, )
ot G2 Ox -1 -2u -1 Ly

Substituting (41) into (40) we obtain:
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- 07 -2]_q 1[1 07
1) _ 1) 1)
Xi(+):l._|:0 o}(‘()J’é[o —1}9(‘)1

o[t 0w, [3 2], [0 o,
TGy 9 g o M1 —1fim

The dynamic part of the system is described by (42)
and the static part by (41).

(42)

4. CONCLUDING REMARKS

The singular fractional linear discrete-time systemith
regular pencil have been addressed. It has bemmnsthat
if the assumption (4) are satisfied then: 1) tmgusiar frac-
tional linear system can be reduced to equivaltmdard
fractional system (Theorem 1), 2) the singular tfoal
linear system can be decomposed into dynamic aatit st
parts (Theorem 2). The proposed procedures hava bee
illustrated by numerical examples. The considenatioan
be easily extended to singular fractional lineamtcmous-
time systems.
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