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Abstract: In this paper the discrete time fractional orddifiaial neural network is presented. This struetis proposed
for simulating the dynamics of non-linear fractibnader systems. In the second part of this papeeral numerical exam-
ples are shown. The final part of the paper prestm discussion on the use of fractional or inteljgcrete time neural net-
work for modelling and simulating fractional ordeon-linear systems. The simulation results showaitivantages of the
proposed solution over the classical (integer) aleugtwork approach to modelling of non-linear fiagal order systems.

1. INTRODUCTION

Extending a highly desirable genericity of lineay- d
namic systems models to non-linear systems hasgtfite
some time occupied control theorist. The main readdhe
problems with obtaining generic models for non<ine
systems is the complex behaviour associated witlimo
earity and its intrinsic locality. Thus the seafeha univer-
sal non-linear model is highly non-trivial, as etunderly-
ing problem of classification of non-linear systems
An important feature of a candidate for such a rhixithat
it be parameterised to make finite-dimensional fifiea-
tion techniques applicable. Moreover, the modelukhbe
tractable from the control point of view as it islp
an auxiliary step in the overall closed-loop systasign.
In this context we attempt to analyse and exterdaipli-
cation of neural networks for control. The neuratworks
can be treated as candidates for a generic, paiamain-
linear model of a broad class of non-linear plaste e.qg.
Hunt et al. (1995)Zbikowski and Hunt (1996); Kalkkuhl
et al. (1997); Ngrgaard et al. (2000)). Neural meks have
modelling capabilities to a desired accuracy, hawet/is
not entirely clear how they represent the planysteam
properties. A remarkable progress in the invedbgat
on the representational capabilities of neural petes
in recent years not only validate them as the nwdel
but also give interesting and practical suggestinsfur-
ther research. Boroomand and Menhaj (2009); anaiBen
Marand et al. (2006) present continuous time dpson of
neural networks for modelling nonlinear fractioraider
systems. In this paper the discrete approach isidered.

In many cases the use of feedforward neural nesvork
for non-linear control is based on the input-outgistrete-
time description of the systems

=f ks - (1)

However, this model has rather limited capabilities
for modelling the fractional order systems. Thus,this
paper we suggest the use of the fractional ordiEulce
to built a model of a non-linear system in the form
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The model proposed may turn out to be of lower orde
and may better reflect the dynamic properties ef filac-
tional order system modelled.

2. DISCRETE FRACTIONAL ORDER
NON-LINEAR SYSTEM

To present fractional order discrete time neuravoek
we have to introduce discrete fractional order hiosar
system. In this paper the following definition dfet frac-
tional order difference is used (see e.g. Oldhach $panier
(1974), Podlubny (1999)):

Definition 1. Fractional order difference is given as follows:

A% = Too (-1 (§) s @)

whereg € R is a fractional order an# € N is a number
of sample for which the difference is obtained.

In our case the artificial neural network is usedrnodel
the fractional order non-linear systems. Using tfoaal
order difference the following non-linear discrétactional
order system in the state-space description ineefi
Definition 2. The non-linear discrete fractional order system
in a state-space representation is given by thewolg set
of equations:

A"Xpq = f O, ug) 4)
X1 = D%Xpeqq — ZkH( 1)’ ( )xk+1 —j ®)
Y = h(x) (6)

The system which we take into consideration ismgive
as the following relation:

Ay = g D%y A%, Vi W) (7)
which can be rewritten as:

A%y ki1 = Xk

A%Yy ki1 = X3k (8)

a —
A1 =9 ks X2.k» s Xn ks Uy)

This system can be modelled using the artificialrak
network presented in the next section.



3. DISCRETE TIME FRACTIONAL ORDER
NEURAL NETWORKS

Neural networks have good properties to model the d
namics of the non-linear systems. In fact they teeated
as a candidate for a generic, parametric, non4limeadel
of a broad class of non-linear systems, because hhee
modelling capabilities to a desired accuracy. pessive
of system order so far the system scientists hawpgsed
the integer order neural network for modelling gee
or non-integer order system. In case of using stahdin-
teger order) neural network for fractional systemmadel-
ling the network structure is complicated and theuaacy
can be insufficient. Better solution can be achieusing
fractional order neural network of the form.

This structure is a combination of a standard Heura

network and a linear discrete fractional orderestytace
system (DFOSS) defined below.

Definition 3. Linear discrete fractional order system in
the state-space representation is given as foli®es e.g.
Sierociuk and Dziefiski (2006)):

Aaxk+1 = Axk + Buk (9)
X1 = A%%pqq — Zﬁr%(_l)] (7) Xk—j+1

Yk = ka + Duk

(10)
(11)

where,a € R is a system order.
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Fig. 1. Discrete time fractional neural network

Fig. 1 presents the architecture useful to simulate

the fractional order neural network. It can be cedi
that the neural network is a traditional structwwaich
choice is dependent on the modelled system. Theaheu
network input signals are the system input and wutiata
for the k sample (uk, yx) and the vector differences be-
tween previous outputs from™=Dey, . to A%y,,,.

In the output of the neural network we obtain thedjction
of the next step differencd™®y,,,. Using this value
DFOSS calculates the value of the system outputamev
vector of differences. DFOSS blocks’ sizes dependhe
modelled system structure and the system matrieesan
be obtained in the following way:

[0100-"
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The structure discussed in this section can be used

for offline simulation of the modelled non-integerder
dynamics. In order to apply it to an on-line apation in
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control one needs to ug€*y, ., (output of the network)
to calculate the system output using only previsigmals
samples which are available.

In the next section we present the numerical exampl
which illustrates the operation of the proposedditire.

4. NUMERICAL EXAMPLE

For all the simulations two groups of input signaksre
prepared. The first group of four signals was mefant
learning process and the second group of two sigwals
used for testing process. The learning and testiggals
are presented in Fig. 2 and Fig. 3 respectivelyalFiesults
of neural modelling were obtained by on-line sintiokas in
Simulink using Neural Network Toolbox and Fractibna
State-Space Toolkit (FSST) (see e.g. Sierociuk3p00

input lII
—— input lI2

—— input ll3

0 0 i ET] EE G
time [s]

Fig. 2. Input learning signalt{, U,, U3, Uy

1.5 ' ‘ ‘ —input U, 7]
1t —input Ut2 |
05
0
0.5
“ 20 40 60 80 100
time [s]

Fig. 3. Input testing signaldJ,, Uy,

Example 1. Modelling of the fractional system by a dis-
crete fractional order neural network
The system is given by the following equation:

(13)

For modelling the non-linear function in this syste
a two-layer neural network with two inputs and angput
was used. The network consists of three neurons
with nonlinear (tansign) activation function in theput
layer and one linear neuron in the output layer.

The input vector for the fractional neural network
for this case has the following form:

A%®Yppy = —0.1y5% +

uo ul .

— ’ uk
P= [3’0 Yo J’k] (14)
The output vector has the form:
T = [A%Sy; A%y, - A%Sy 4] (15)
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The DFOSS block has the following matrices: neural network with 5 inputs and one output. Therak
network used has the following structure: inputelakias 6

A=1[0],B=[1],¢=[1]D = [0]. (16) tansign neurons, output layer has one linear neurothis
The order of this block is equal to= 0.5 and is the case the modelled equation has the form:
same as the order of the given system equation. Vit 4 = F(yk+3,yk+2,yk+1,yku) (17)
% 10° : :
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Fig. 5. Output of the fractional neural network time [s]

for learning signdl{ Fig. 7. Output of the fractional neural network

for testing signdl;,

For training the neural network the Levenberg-
Marquardt and backpropagation algorithms (implement
in function TRAINLM in Neural Network Toolbox)
were used for 400 epochs. The results of the paeoce
of the network during learning process is presemdsdg. 4
(together with results of integer order neural rek). As it
could be seen the final error is very small, abbort?.
Fig. 5 presents a comparison between the resparfises
fractional neural network with original output fanput
signalU1 from the group of learning signals. As it could be
seen the accuracy of modelling is very high. Moegpthe
Fig. 6 and Fig 7 present analogical results for test signals —
Ut1 and Uz respectively. This results prove very high accu-
racy of modelling and confirm that the neural netwbas
been properly taught. This also shows that the oitws
able to properly generalize data, which is the nfaature
of neural networks. Fig. 8 and Fi@ present results of
neural modelling of the non-linear function. Figp&sents
the original non-linear function of the system dipra
whereas Fig. 9 presents the modelling error, tfferdince
between original function and the one modelled byral
network.

Example 2. Modelling of the same fractional system
as in Example 1 by a discrete integer order newgbhork.
In this example the traditional approach will begented
in which we try to model non-linear fractional ordgystem
by a non-linear integer order system with some gligu
big) number of delays. Let us take into consideratie Fig. 9. Error of neural modelling
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value of fractional difference A°x, ,

Fig. 8. Original non-linear function

0.4—

error of neural modeling

input signal u,

state variable x,



The results of the neural network performance durin
learning process are presented in Fig. 4. Fig. rE@qmts
results of simulation for one signé] from learning group.
As it may be seen the accuracy is acceptable. ixddity,
the Fig. 11 and Figl2 present analogical results for the
test signald/,; andU,, respectively. As it may be noticed,
obtained results show unacceptable accuracy. b dhse
the integer order neural network is not able topprty
generalize the data of the system, despite of the mom-
plicated structure of a neural network. This jussfthe
main advantage of the proposed algorithm.

— Input signal
2r —output of system
——output of NN
1 L
0
1+ J
0 20 40 60 80 100

time [s]
Fig. 10.Output of the integer order neural network
for learning signal/4

0
—Input signal
b ——output of system||
—output of NN
0 20 40 60 80 100

time [s]
Fig. 11.Output of the integer order neural network
for testing signal/;y

0 -
—Input signal
1l ——output of system |
B —output of NN
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time [s]
Fig. 12.Output of the integer order neural network
for testing signal/,,

Example 3. Modelling of the fractional system with two
state variables (one hidden) by the discrete faati order
neural network

Let us assume the system is given by the following

equation:

A%y iy = —0.1x3, +uy (18)
where

Xop = A%Y1 k42 (19)
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In this case for modelling the non-linear function
the two layer neural network with 3 inputs and aogput
was used. This network consisted of 3 neurons with-
linear (tansign) activation function in input layand one
linear neuron in output layer.

1oL |—Input signal
| |——output of system
—output of NN

. . . . \ . \
10 20 30 40 50 60 70 80 90 100
time [s]

Fig. 13.Output of the fractional order neural network
for learning signal,

[=)

12l —Input signal

——output of system
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Fig. 14.Output of the fractional order neural network
for testing signal/;y

14 ; ‘ ; ‘ ' — Input signal
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time [s]

Fig. 15.Output of the fractional order neural network
for testing signal/,,
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The input vector for the fractional neural network
has the following form:

uo ul “ee uk
P = AO.Sy1 AO.Sy2 AO'Syk+1 (20)
Yo Y1 Vi
The output vector has the form:
T =[A'y, Alys -+ Aly,,] (21)
The DFOSS block has the following matrices:
_J0 1 _ 0 _n o _J0
a=ly ol-2=lil-c=lo 1-2=1o] @2)

For training the neural network the same conditions
asin previous examples were used. The results nof a
on-line simulation for one of the learning inpugrsils
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is presented in Fig. 13, while Fig. 14 and.Fid present
results for the testing input signals. As it maydeen the

accuracy of neural modelling is very high.

5. CONCLUSIONS

In the paper we proposed a discrete time fractiordér
neural network. The structures given can be usedddel
the nonlinear fractional order dynamic systems. Ndge
shown the appropriateness of the approach by tirerical
examples. Also the advantages in modelling thetifvaal

order discrete-time dynamic systems with the stmect

proposed over the traditional neural network codipiéth
the tapped-delay line have been shown in sevemhple

cases. Further research is needed to show theetlozbr
properties and advantages (and limitations) ofafhygroach

suggested.
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