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Abstract: The realization problem for single-input singleqmut 2D positive fractional systems with differemtlers is for-
mulated and a method based on the state variadgeastn for finding a positive realization of a givemoper transfer function
is proposed. Sufficient conditions for the exisef a positive realization of this class of 2Deln systems are established.
A procedure for computation of a positive realiaatis proposed and illustrated by a numerical examp

1. INTRODUCTION

In positive systems inputs, state variables anguist
take only non-negative values. Examples of positys-
tems are industrial processes involving chemicattas,
heat exchangers and distillation columns, storagéems,
compartmental systems, water and atmospheric pilut
models. A variety of models having positive linegstems
behavior can be found in engineering, managemésee,
economics, social sciences, biology and medicitee, e

Positive linear systems are defined on cones and no
on linear spaces. Therefore, the theory of possiystems
is more complicated and less advanced. An ovenaéw
state of art in positive systems theory is givethi& mono-
graphs (Farina and Rinaldi, 2000; Kaczorek, 2002)e
realization problem for positive discrete-time aodnti-
nuous-time systems without and with delays was ieons
dered in Benvenuti and Farina (2004), Farina anthl|i
(2000) and Kaczorek (2006a, 2006b, 2004, 2005).ed n
class of positive 2D hybrid linear system has bagro-
duced in Kaczorek (2007), and the realization pFobfor
this class of systems has been considered in Kekzor
(2008c).

The first definition of the fractional derivativeas in-
troduced by Liouville and Riemann at the end of 1188
century (Nishimoto, 1984; Oldham and Spanier, 1974)
This idea has been used by engineers for modeiffeyeht

process (Engheta, 1997; Ferreira and Machado, 2003;

Klamka, 2005; Ostalczyk, 2000; Oustaloup, 1993)thda
matical fundamentals of fractional calculus aresgivn the
monographs (Miller and Ross, 1993; Nishimoto, 1984;
Oldham and Spanier, 1974; Ortigueira, 1997; Podiubn
1999). The fractional order controllers have beevetbped

in (Ostalczyk, 2000; Podlubny et al., 1997). A gatiea-
tion of the Kalman filter for fractional order sgsts has
been proposed in Zaborowsky and Meylaov (2001)e# n
class of positive fractional 2D hybrid linear systénas
been introduced in Kaczorek (2008e) and positigetional

2D linear systems described by the Roesser modRloin
gowski and Kaczorek (2010). The realization problem
for positive fractional systems was considered at#orek
(2008b, 2008d, 2011) and Sajewski (2010).
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The main purpose of this paper is to present a adeth
for computation of a positive realization of SISO @iffer-
ent orders fractional systems with given propendfer
function using the state variable diagram methadfiGent
conditions for the existence of a positive realmawf this
class of systems will be established and a proeeétur
computation of a positive realization will be prepd.

The paper is organized as follows. In section 2chde-
finition and theorem concerning positive 2D diffetreor-
ders fractional systems are recalled. Also in gestion
using the zet transform the transfer matrix (fuma}iof the
different orders fractional systems is derived &mal posi-
tive realization problem is formulated. Main ressltgiven
in section 3 where solution to the realization peab for
given transfer function of the 2D different ordéactional
discrete-time linear systems is given. In the sa@etion
the sufficient conditions for the positive realipat are
derived and the procedure for computation of thsitjve
realization is proposed. Concluding remarks areemiv
in section 4.

The following notation will be used? — the set of real
numbers R™*™ — the set ofr x m real matricesR*™ —
the set ofn X m matrices with nonnegative entries and
R = R*L, [, — then x n identity matrix, z[f (k)] — zet
transform of the discrete-time functigf(k).

2. PRELIMINARIES AND PROBLEM
FORMULATION

Consider a 2D system with different fractional osde
described by the equations

A xq (k+1) = A2 (K) + Apoxp (K) + Bru(k) (2.1a)
DPxo (k+1) = Agyxg (K) + AgpXa (K) + Byu(k) (2.1b)
Y(k) =C1% (k) +Cox5 (k) + Du(k) , kDZ, (2.1c)
where x,;(k) € R™, x,(k) € R"2zare state vectors

andu(k) € ®™ is input vectory(k) € RF is output vector
and Al.] € mnixnj, Bi € mnixm, Ci € mpxni, l,] = 1,2,
D € RjPxm,



The fractional difference af € R order is defined by

Ko
ATxR) =Y (—1)J(TJx(k— i) (2.2a)
j=0
and
1 _
(?’j: a(@-Y.a-j+y © 1=0 (2.20)
] it for j=12..

Using (2.2a) we can write the equation (2.1a) &hiik)
in the following form
x(k+1) = Ay xq (K) + Apoxa (K)
k+1

-3 ! (‘j’jxl(k ~j+1)+ Bu(k)
=2

Xo(k+1) = Ay (K) + Ag s (K) (23)
k+1 ) IB
- Z(—l)'(j]xxk— j +1) + Byu(k)
j=2
where
Ay =Ag+aly
A =Port Ay, 24

Definition 2.1. The fractional system (2.1) is called positive
if and only if x; (k) € R™, x,(k) € R" andy(k) € RE,

k €z, for any initial conditions x;(0) = x;o € R.?,
x,(0) = x50 € R}2, and all input sequencas(k) € R™,
kez, ={0,1,..}.

Theorem 2.1. (Kaczorek, 2011) The fractional discrete-
time linear system (2.1) with0<a <1, 0<f<1

is positive if and only if

Ar Ao nn B <m

A= oofy", B= oo,
{Aﬂ Az/?} {BJ

[C, C,JooP", pooP™.

Proof is given in Kaczorek (2011).
Substituting (2.2a) into (2.1a) and (2.1b) we abtai

(2.5)

kel
%(k+D+3 (1) @x(k—j +)= A+ A0+ BukK)
j=1
k+1 ) :8
Xz(k+1)+2(-1)‘(jj><(k-1 +1) = Appx(K) + Apxo(K) + Bulk)
j=1
YK) =Cpq (K) + Cxo(K) + Duk)
(2.6a)
Performing the zet transform with zero initial cdimhs
we have
kil .
2%(2)+ ) (-’ (TJZ“ X1(29) = A% (2 +AX2(9 + BU(D)
j=1
k1l B) 1
2%+ (9’ ( j jzl TX2(2) = Ao (2) + ApoXo (D + BU(D)
j=1
Y(2) =Cp%1(9 +CX(2) +DU(D)
(2.7)
whereX(z) = Z[x(k)], U(z) = z[u(k)], Y(2) = z[y(k)].

acta mechanica et automatica, vol.5 no.2(2011)

The equations (2.7) can be written in the matrixfo

{Xl(z)}: In (Z=Ca)~ A -Ap _I[BL}U(z)
X2(2) —Poy In,(z=Cg)=An2| | By

X
Y2 =[c, cz][xi((f)} DU

(2.8)

where

g
Ca =Cq(k2) =Z(—1)"1(jjzl‘J

= (2.9)

K i1 B 1-]
cp=cp(k2) =3 (-1 [sz |
=1
The transfer matrix of the system (2.1) is given by

I, (z-C2) — A1 ~A> 1[51}'3
A In, (z=C)=Po2| | B,
(2.10)
In this case the transfer matrix is the functionhaf op-
erators w, =z —c,, wg =z —cz and for single-input
single-output (shortly SISO) systems it has thdofeing
form

T2 =[c, ca]{

n Ny i j
2B we

e
T(Wg, Wp) = =) ~ (2.11)
wytwp" = Nl wy' wg!
i=0 j=0
i+ j£n+n,

for knowna, 8.
Definition 2.2. The matrices (2.5) are called the positive
realization of the transfer matrik(z) if they satisfy the
equality (2.10).
The realization problem can be stated as follows.
Given a proper rational matrix T(w, wg) €
RP*™(w,, wg) and fractional orders, 3, find its positive
realization (2.5), wher&P*™(w, wg) is the set op x m
rational matrices im, andwg.

3. PROBLEM SOLUTION FOR SISO SYSTEMS

The essence of proposed method for solving of ¢hae r
lization problem for positive linear systems witlfelent
fractional orders will be presented on single-inpirtgle-
output system. It will be shown that state variatiegram
method previously used for standard discrete-tigstesns
and 2D hybrid systems (Kaczorek, 2002, 2008c) $» al
valid for fractional order discrete-time systems.

In standard (nonfractional) discrete-time systems
it is well-known that

z[X(k+1)] = zlz[ XKk)] = zX(2) (3.1a)
and
z[ X(K)] :lﬁ[x(k +1)] (3.1b)

z
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Fig. 3.2.State variable diagram for 2D fractional differenders transfer function (3.14)

Therefore, to draw the state variable diagram fan-s
dard discrete-time linear systems (Kaczorek, 20@2)use
the of delay elemerit/z.

By similarity, for the fractional discrete-time &ar sys-
tems we have

k+1 .
2[ A% (k+D)] = 2| % (k+D + (-’ (T}&(k— j+1)
j=1
k+1

= Z-Z(—Di'l[‘j’jzl‘j X1(2) =(2-C) %1(2) =Wy X4(2),
j=1

268 %(K+D)] = (2-C4) X2 (2) =W X4 (D)
(3.2)
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and to draw the state variable diagram we haves&the

. 1 — 1 -
fractional of delay elemen‘tms— =w;tand —= wg 1
a

wg
Consider a 2D different orders fractional discriitee
linear system described by the transfer functiorliR
Multiplying the numerator and denominator of tramsf

function (2.11) by, "*w; " we obtain

Y
T(Wy,Wg) =U
B, * by, aWg T by g, We T+ bogW W2
- -1 -1 - -
1-8pnaWg  —8y-1n,Wo -~ 8goWy tWg 2

(3.3)
Following Kaczorek (2002, 2008c) we define



E= v (3.4)
Z 1 T o gy
1=8n n,-Wp ~ = 8n-1n, Wy -~ 800Wa Wg

and from (3.3) we have
E=U+ (anl’nz_lwlg_l + aﬂl_lnzwo,'1 +..+ a9V, W ?)E

Y = (B, +bry g W g Wy By Mg )E
(3.5)

Using (3.5) we may draw the state variable diagram
shown in Fig. 3.1.

As a state variable we choose the outputs of raati
(order @) of delay elementsx( ;(k),x;,(k), ..., X1 5, (k))
and fractional (order ) of delay elements
(x2,1(k), x5, (), ..., Xz 20, (K)). Using state variable dia-
gram (Fig. 3.1) we can write the following discrétae
different orders fractional equations

D7xq1 (k+1) = xq5(K)

ATxq 5 (k+1) = x13(K)

: (3.6)

D4 g, 1 (K+2) = g, (K)

A”xlnl(k +1) = gk)

DPxo1(k+1) =agy, —1X11(K) +agp, —1x12(K)
to.tangn,-1Xn (K) +X22(K) + anlynz_le(k)

DPxpp(k+1) = ag,n,-2X11(K) +ag n, - 2X12 (k)
+..*ap-qn,-2X1n (K) + x23(K) + anlynz_ze(k)

DX, 1 (k +1) =agsxq1(K) +agx o (K)

to.tan 11X (k) + X2n, (k) + anlle(k)
A'gxz,n2 (k +1) = aggx11 (k) +asoxy2 (k)

+...+ arh_Loxlnl(k) + anlyodk)
8% (K +1) =bp, X1 (K) +byp, 1 5(K)

oot bq—l,ng—lxlnl(k) + X2,n2+2(k) + bnl,nz—le(k)
D% 2K+ =g, %43 (K) +by - %5(K)

oot bq—lrlg—lenl (k) + X2,r12+3(k) + bnl,ng—zdk)

DX 20,1 (K+1) =b ¥4 (K) +b11x2(K)
+..+ bq—llxlnl (k) + X22n, (k) + brhle(k)
D%, (K +1) =bogii3 (K) +b1612(K)
+ ..+ by 10X, (K) + by o€(K)
Y(K) =bg, %11 (K) + by X12(K) +..4 by 1y X1, (K)
+Xg41(K) + by, €(K)

(3.6)
where

&K) = agn, X11(K) + @90, %12(K)

3.7
+...+ anl_l'nz Xl.nl (k) + XZ,].(k) + U(k) ( )
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Defining
X11(K) X21(K)
x1 (k) = » Xo(K) = (3.8)
X1, (K) X2.2n, (K)

and substituting (3.7) into (3.6) we can write druations

(3.6) in the form
A% % (k +1) _|:A:I.1 ﬁz}{xl(k)}_{%}u(k)
Agr | Xo(K) | | B

Mxy(k+1) | Ao 5.9
X (K) '
k)=|C; C + Du(k
vk =[c; zl[w) (k)
where
) 1 0 0
0 0 1 0
Aa= OR™M,
0 0 0 1
[3on, @1, A2n, A1, |
(00 ... 00O
00 ..00
A=t i D | DR
00 ..00
1 0..00
[@on,1 Bnya 82na an 10,1 |
§O,n2—2 g1J,n2—2 i?12,r12—2 énl—lnz—z
Aoy = 30 &0  3p _@n-10 O R2WN,
! l_JO,nQ—l lzl,nz—l l32,n2—1 Enl—lnz—l ’
bon,-2 bin,—2 Pon—2 - Pp-in,-2
i boo bio bso br,-10
faypa 10 0 000000..00 0
anl’nz_2010...0000000...000
&y 2 000..010000O0..000
81 000..001000O0..000O0
_| &0 000..00000O0OO0..000O0
27l 0 000.0000100..000
b%,b_ZOOO...OOOOOlO...OOO
brh2 00 000O0OO0O0O 010
h’h,l 00 000O0O0O0O 001
b%o 00O 000O0O0O0O 00O
ORI
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apy,n,-1
0] Any.n, =2
0 a
B =|:|OR™?, B, =| ™ |[ORZ2
0 bnlan_l
1 n,n,—2
| Do |
= . "
C _[bo,nz by, bnl_lnz]DR ", (3.10)
- 2 _ 2
C,=[Co1 Cpp)OR™™%, D ‘[bnl,nz]DR "
and
021=[bnl,n2 0 .. O]DRlx”Z, Cpo=[l 0 .. OJOR™™
(3.11)
where
&, =8, tainaj B, =h;j+anby; for
i=01.m-1; j=01..n,- (3.12)

Taking under consideration thatl;,=A; + al,,
A,p=Ay, + PI,, the following theorem has been proved.
Theorem 3.1.There exists a positive realization (2.5) of the
2D different orders fractional system (2.1) with< a < 1,

0 < B < 1if all coefficients of the numerator and denomi-
nator of the transfer functich(w,, w;) are nonnegative.

If the assumptions of Theorem 3.1 are satisfiedh the
a positive realization (2.5) of (2.11) can be folnydthe use
of the following procedure.

Procedure 3.1.

Step 1.  Write the transfer functiofi(w,, wg) in the
form (3.3) and the equations (3.5).

Step 2. Using (3.5) draw the state variable diagram
shown in Fig. 3.1.

Step 3. Choose the state variables and write emsati
(3.4).

Step 4. Using (3.10) to (3.12) find the realizat{BriL0).

Step 5. Knowing fractional ordets B and using (2.4)

to matrices (3.10) compute the desired positive
realization of the transfer function (2.11).
Example 3.1.Find a positive realization (2.5) of the proper
transfer function where = g = 0,5.
B, W + B, 2 + AW + 3y, +2wg +1
W, 2wz — 05w, % — 04w, Wz — 03w, — 02w — 01
(3.13)

T(Wy, Wy) =

Inthis caser; =2 andn, =1 .
Using Procedure 3.1 we obtain the following.
Step 1. Multiplying the nominator and denominator
of Transfer function (3.13) by 2w;* we obtain
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Y

Z)=—

Ts2 U
6+ 5W,,3_l + 4wa_l + 3Na_1W,3_l +2w,

-1 1 4, - -2 -2, -1
1- 05wz - 04w, ™ - 03w, "W — 02w, > — 015 2wy
(3.14)

-2 + Wa'_ZW,B_l

and
E=U+ (05w -+ 0dw, +03n, wy ™ +02w, 2 +01s 2w E

Y = (6+55 "+ A 3wy 2w, 2wy, A E
(3.15)

Step 2. State variable diagram has the form shown
in Fig. 3.2

Step 3. Using state variable diagram we can whgefol-
lowing different orders fractional equations

Aaxll(k +1) =X12 (k)

AaX:LZ (k +1) = 02Xl,1(k) + 0.4X1'2 (k) + X2,l(k) + U(k)

A’BXZ;L(k +1) = 02Xl,1(k) + 0.5X1'2 (k) + 05X21(k) + 05U(k)

A’BXZZ (k+1 = 2X1;|_(k) + 5X1'2 (k) + 5X2;|_(k) +5u(k)

(k) = 32x11 (k) + 8.4x1 5 (K) + 6x21 (k) + X35 (k) + 6u(k)
(3.16)

Step 4. Defining state vectors

x11(K) X21(K)
X (k) = Llli (k)} Xp(K) = Li(k)}
we can write the equations (3.16) in the form
0 1 0 ofxu®] [0
{A"xl(km} 02 04 1 0|x| |1
MPxo(k+1)| |02 05 05 0f Xp1(k) | |05
2 5 5 0fx2(Kk 5
%K) | | B
xZ(k)HBJ“(k’
x11(K)
12( K)

21(K)
X22 (k)

(3.17)

u(k)

=|:A11 Ao
A1 Poo|

(3.18)

yk)=[32 64 6 1] +[6]u(k)

% (K)

x2(k)} +Dul9

e g~
w2 s ]

Bﬁm, Bz{é} C, =[32 64]

c,=[6 1, p=[g]

o

P

1

(3.19)



Step 5. Knowing thatr = S =05 and using (2.4) we have

A= Agtal [0 17,41 0]_[05 1
"%m T o2 04| lo 17|02 o9

A4 _[os 0], J1 0] [1 0
Ap=ro2*An, = o 1*930 11 05 o5/

The conditions of Theorem 2.1 are satisfied and ob-
tained realization (3.19) with (3.20) is positive.

(3.20)

4. CONCLUDING REMARKS

A method for computation of a positive realization
of a given proper transfer matrix of 2D differentders
fractional discrete-time linear systems has beapgsed.
Sufficient conditions for the existence of a pastrealiza-
tion of this class of systems have been establishguio-
cedure for computation of a positive realizatiors leeen
proposed. The effectiveness of the procedure has iia-
strated by a numerical example. In general dase pro-
posed procedure does not provide a minimalizegan
of a given transfer matrix. An open problem imfalation
of the necessary and sufficient conditions for elestence
of positive minimal realizations for 2D fractiongystems
in the general case as well as connection betwerimal
realization and controllability (observability) ofiis class
of systems.
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