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Abstract: In this paper we consider the solution of the fractional differential equations. In particular, we consider the numer-
ical solution of the fractional one dimensional diffusion-wave equation. Some improvements of computational algorithms 
are suggested. The considerations have been illustrated by examples. 

 

1. INTRODUCTION 

Development of fractional calculations have been done 
probably by Leibniz and Newton (in the years 1695-1822). 
Further mathematical fractional calculus and its applica-
tions have been formulated in the nineteenth century. Due 
to the development of IT tools in recent years, many au-
thors come back to the problems of fractional dynamic 
systems (e.g. Lubich, 1986; Weilbeer 2005; Kilbas et. al., 
2006; Sabatier et. al., 2007; Ostalczyk, 2008; Kaczorek, 
2009, 2011a,b,c; Busłowicz, 2010). For instance, interest-
ing results (important for applications) were obtained 
in Bialystok University of Technology (Busłowicz, 2008; 
Nartowicz, 2011; Ruszewski, 2009; Sobolewski and Ru-
szewski, 2011; also Kaczorek, 2011; Trzasko, 2011). Nu-
merical methods for fractional systems were developed 
(e.g. Lubich, 1986; Podlubny et al., 1995; Podlubny, 2000; 
Agrawal, 2002; Diethelm and Walz, 1997; Diethelm et al., 
2002; Weilbeer, 2005; Ciesielski and Leszczynski, 2006; 
Murillo and Yuste, 2009, 2011). 

The paper is organized as follows. In the sections 2 
and 3 we considered Caputo fractional differential equation 
and its approximation. Fractional diffusion-wave equation 
and its approximation is considered in the sections 4 and 5 
respectively. 

2. FRACTIONAL DIFFERENTIAL EQUATION 

Fractional order differential equations are associated 
with the following operators (Weilbeer, 2005; Kaczorek, 
2011): �� – Riemann-Liouville operator (~1837), ���

�  – 
Grünwald-Letnikov (~1867) operator and �∗

� – Caputo 
operator (1967). 

Dynamical systems are generated by differential equa-
tions. For example consider the initial value problem (frac-
tional differential equation of Caputo type): 

�∗
����� = �����, ��0� = 1, �(�)�0� = 0,    (1) 

� = 1, 2, … ,� − 1        
where 	 > 0, � ∈ 
, � = �	� = min	{� ∈ �:	� ≥ 	}, � is a set of natural numbers and �∗

� is the Caputo fractio-
nal differential operator.  

The solution of the initial value problem (1) is given 
by (Weilbeer, 2005) 

���� = �������, � ≥ 0                     (2) 

where 

����� = 1 +
�

�(���)
+

��

�(��	�)
… = ∑ ��

�(����)

��
�
�
�    (3) 

is the Mittag-Leffler function with one parameter 	. In 
eqaution (3) Γ(	) denote Euler's continuous gamma func-
tion 

Γ�	� = � ������� =
�

� � (�� ��

�
�)�����

�
.   (4) 

General Euler's gamma function is defined in the whole 
complex plane except zero and negative integers (Weilbeer, 
2005). Formula (4) is true for  Re	 > 0 and the following 
limit holds 

Γ�α� = lim�→�
�!��

���������	�…(���)
.     (5) 

For natural arguments and for half-integer arguments 
Euler's gamma function has the special form 

Γ�n� = �n − 1�!,  Γ ��

	
� =

��	�!!√�

	(���)/�
, � ∈ 
   (6) � ∈ � = {1, 2, 3, … } 

where �!! is the double factorial 

�!! = �� ∙ �� − 2�… 5 ∙ 3 ∙ 1� ∙ �� − 2�… 6 ∙ 4 ∙ 2

1

�   � > 0	���� > 0	����� = 0, −1

    (7) 

Example 1. Consider differential equation (1). From (1), 
(2) and (3), (6) for 	 = 1 and 	 = 2 we have respectively 

������ = ���, �	���	� = cos	(�|�|�), � < 0.   (8) 

3. CAPUTO FRACTIONAL DIFFERENTIAL 
EQUATION AND ITS APPROXIMATION 

The Caputo fractional differential operator of order 	 > 1  is defined by (e.g. Kaczorek 2011a, Weilbeer, 2005) 

�∗
����� =

�

�(��)
� (� − �)�������(�)���

�
,              (9) 

where � = �	� = min	{� ∈ �:	� ≥ 	}. 
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Now we consider fractional differential equation of or-
der 	 > 1  of Caputo type 

�∗
����� = �(����), ����0� =  �,           (10) 

� = 0, 1, … ,� − 1        
where  � ∈ 
 are given. We are interested in a numerical 
solution �(�) of equation (10) on a closed interval [0,!]   
for some ! > 1. Therefore, we assume that 

�� = "#, # > 0, " = 0, 1, 2, … ,�  
and �� = 0, �� = !, � =

�

�
.                                   (11) 

Furthermore we denote by  �� = �(��) and �� =�(��). Precisely �� is the approximation of �(��). From 
equality (10) for � = �� we obtain a discrete problem 
(Weilbeer, 2005; Murillo and Yuste, 2009, 2011) 

�

��
$�� − ∑ %����� − �#� + � ���

�����
� ��

�
�
� − � 

�∑ ����
���

�(����)
��
�
� & = ��,             (12) 

" = 1, … ,�	 
Note that �� − �# = ���. Consistently with (12) 

we obtain 

�� = ∑ %���� − � ���

�����
− ∑ %�

�
�
� �	��	

�
�
�         (13) 

+ ∑ ����
���

�(����)

��
�
� +#	�", 

� = �,�, … ,�	 
where 

%� = (−1)� �	��,              (14) 

�	�� =
(−1)��Γ(� − 	)

Γ(1 − 	)Γ(� + 1)
=
	�	 − 1��	 − 2�… (	 − � + 1)�!

 

	 ∈ 
, 	 ∈ �� = {0, 1, 2, … }. 
Example 2. We consider equation (1) with ��0� = ��. 
In this case �� = ���. Therefore from (13) we obtain 
the following discrete equation (numerical solution of equa-
tion (1)) 

�� =
�

����
'∑ %���� 	�

�
�
�            (15) 

�− � ���

�����
− ∑ %�

�
�
� � ��	 +

(��)��

�����
��	(  

" = 1, 2, … ,�	 
In this case we can use the following formula for the 

Γ(	), 	 ∈ ){0, −1, −2, … }, ) is a set of complex numbers, 

 
�

����
= 	��� ∏ (1 +

�

�
)��/��

�
�             (16) 

where + is the Euler’s constant (Weilbeer, 2005) 

+ = lim�→�(∑ �

�
− ln	(�)	�

�
� ) ≈ 0,5772156649.       (17) 

4. FRACTIONAL DIFFUSION-WAVE EQUATION 

Let �(,, �) be a function, , ∈ [0, -] and � ∈ [0,!]. De-
note by ��,∗

�  the Caputo fractional differential operator 
at the variable � (see (9)). Consider the continuous-time 
fractional diffusion-wave system described by equation 

�∗
���,, �� =

��

���
�(,, �)             (18) 

with initial and boundary conditions 

��,, 0� = .(,), ���,, 0� = 0            (19) 

��0, �� = 0, ��-, �� = 0.             (20) 

The solution of the homogeneous boundary problem 
(18), 19), (20) is given by (Weilbeer, 2005) 

��,, �� =
	

�
∑ /���(−�

�
�
����

��
��)sin	(��

�
,),                (21) 

/� = � .(,)�0��

�
(
��

�
,)�,  

Equation (18) for 	 = 1 is the classical diffusion equa-
tion and for 	 = 2 is the classical wave equation. Thus (18) 
for 	 ∈ (0, 2] is the diffusion-wave eqution. The fractional 
diffusion-wave equation plays an intermediate role between 
classical wave and diffusion equations (Weilbeer, 2005; 
Jafari and Momani, 2007; Povstenko, 2011; Murillo 
and Yuste, 2009, 2011). 
Example 3. For 	 = 1  and 	 = 2  we obtain respectively 

�� �−
����

��
�� = exp	(−

����

��
�)            (22) 

�	 �−
����

��
�� = cos	(��

�
�)  

Therefore using (22) from (21) for 	 = 1 and 	 = 2  
we obtain the solution of classical diffusion equation 
and the solution of classical wave equation respectively.  

5. APPROXIMATION OF FRACTIONAL 
DIFFUSION-WAVE EQUATION 

Let ℎ = -/1 and # = !/� (see (19)) denote the step 
size of the discretization in the space and time axis respec-
tively. Next let  

 x = ih, i = 0, 1, … M                                        (23) 

and using the discretization on the space axis, the second 
derivative can be approximated by the central difference 
of second order  

��

���
�(x , �) ≈

�

!�
���x �, �� − 2��x , �� + �(x �, �)�    (24) 

0 = 1, 2, … ,1 − 1,   
where from (20) x� = x" = 0. From (18) for , = x  
and (24) we have 

��,∗
� ��x , �� =

�

!�
���x �, �� − 2��x , �� + �(x �, �)�    (25) 

0 = 1, 2, … ,1 − 1 
Let � = �� = "#, # > 0, " = 0, 1, 2, … ,�, where � = #/!. Thus from (25) and (13) we obtain 

���x � −
��

!�
����x �, �� − 2���x , �� + ��(x �, �)� =    �(����x ���	�x �, … ,��(,#)), 

�(����x ���	�x �, … ,��(,#)) = ∑ %����(x )	�
�
�   

− � ���

�����
− ∑ %�

�
�
� � ��(,#) + ∑ ��($	)��

���

�(����)
��
�
� 	          (26) 

" = 1, 2, … ,�,  0 = 1, 2, … ,1 − 1 
where ���,#� = ��,# , ���. Let 2 = [��,#�] be vector 
(1 − 1) × 1. Let 3� = [���,#�] be vector (1 − 1) × 1, 0 = 1, 2, … ,1 − 1. Denote by 4 = [	�#] tridiagonal matrix 
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(1 − 1) × �1 − 1� with 	�� = −2, 	�,�� = 1,	�,��� =

1. From (26) we have 

 3� = $5 −
��

!�
4&� 2             (27) 

At the time-step ��, " = 1, 2, … ,�, the values  
for ���,#� = ��,# , ���, for 0 = 0, 1, … ,1 and � = 0, 1,

… ," − 1 are known (in (27) 2 is known).  

6. NUMERICAL EXAMPLES 

Example 4. A very simple approximation of the system 
(25) can be the equation (1) with suitably chosen parameter �. For fixed , = ,#  the nature of the function ��,�, �� will 
be similar to the solution ���� of the system (1). Thus, 
in this paper we will present only the simulation of solu-
tions of equation (1). In the calculations formula (3) and the 
Matlab Gamma function were used.  

Let us consider the system (1). Let �� = 20 (see (3)). 
In Fig. 1 trajectories ���� for � = −1 and 	 = 0,5 (solid 
line), 	 = 1 (dotted line) are shown. In Fig. 2 trajectories ����  for � = −10 and 	 = 1,5 (solid line), 	 = 2  (dotted 
line) are shown.  

 
Fig. 1. Trajectories of the system (1) for � = 0,5 (solid line), 

  � = 1 (dotted line) 

 
Fig. 2. Trajectories of the system (1) for � = 1,5 (solid line), 

  � = 1,2  (dotted line) 

Example 5. Consider the continuous-time fractional diffu-
sion-wave system (18) with initial and boundary conditions 
(19), (20). The solution of the homogeneous boundary 
problem (18), (19), (20) is given by (21). In the calculations 
the Matlab Gamma function and the Matlab Mittag-Leffler 
function (Podlubny and Kacenak 2001) were used. 

Let - = 6 and �� = 40, # = 0,1; ℎ = 0,0314. Let .�,� = sin	(2,). Solutions of the boundary problem (18), 
(19), (20) with 	 = 0,5; 1,0; 1,5; 1,8; 2,0 are shown in Fig. 
3, 4, 5, 6 and 7 respectively. 

 
Fig. 3. Solution of the boundary problem (18)-(20) for � = 0,5  

 
Fig. 4. Solution of the boundary problem (18)-(20) for � = 1,0  

 
Fig. 5. Solution of the boundary problem (18)-(20) for � = 1,5  

 
Fig. 6. Solution of the boundary problem (18)-(20) for � = 1,8  

The calculations were performed on a computer with 
dual-core processor Intel Core 2 Duo (T7500) 2.2 GHz / 
core, 3.5 GB memory. It took approximately 1 hour to ca-
luclate the data for each Figure. 
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Fig. 7. Solution of the boundary problem (18)-(20) for � = 2,0 . 

7. CONCLUDING REMARKS 

In this paper we consider the selection of the fractional 
differential equations. The considerations have been illus-
trated by a numerical examples. The effectiveness of com-
putational algorithms is dependent on the possibility 
of determining the Euler's continuous gamma function and 
depends on the possibility of calculating of the Mittag-
Leffler function ��(�). The function ��(�) was first intro-
duced in 1903 by Mittag-Leffler (Pillai, 1990).  

Some recent interesting results in fractional systems 
theory and its applications in automatic control can be 
found in (Liang et al., 2004; Buslowicz, 2008; Ostalczyk, 
2008; Ruszewski, 2009; Nartowicz, 2011; Sobolewski and 
Ruszewski, 2011). 
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