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Abstract: The feature selection is a method of data analysis commonly used as a pre-
liminary step in the techniques of classification and pattern recognition. It is particularly
important in situations when data are represented in high-dimensional feature space. Exam-
ples of these are collections of bioinformatics data, particularly data obtained from DNA
microarrays. The paper presented two methods of feature selection based on minimizing the
CPL criterion function: basic SEKWEM/GENET method, in which the selection of features
is done in conjunction with the construction of a linear classifier separating objects from
different decision classes, and the RLS method extending the primary method by linear
separability relaxation stage in order to obtain a subset of features with better generalization
ability. The results of the SEKWEM/GENET and RLS methods were confronted with the
results obtained from other common feature selection methods in application to the state of
the art microarray data sets.

Keywords: feature selection, CPL criterion function, SEKWEM/GENET algorithm, RLS
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1. Introduction

Nowadays, a lot of companies, administrative and scientific institutions has, and still
collects data on various aspects of their bussinesses. Based on the collected data it
is possible to carry out the necessary studies and obtain useful information and new
knowledge. But often it happens that in the stage of data collection, test objects or
phenomena are recorded with as large as possible number of parameters. Also, some
types of data, research facilities, by their nature are described in a very large number
of attributes. Examples of such data are digitized text and bioinformatics data.

The feature selection is a technique commonly used in data mining. Its aim is the
selection from all available features the subset of features relevant to the considered
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problem [10]. Best subset should contain the minimum number of features which
most affect the quality of the model relating to this problem.

Feature selection is also known as task that consists in removing irrelevant and
redundant features from the initial data (features) set [14]. Irrelevant and redundant
features means features with no or minimal effect on later decisions.

There are two ways of selecting features set. One consists in making a ranking of
features according to some criterion and selecting certain number of the best features.
The other is to select a minimum subset of features without learning performance
deterioration [14]. In the second way the quality of the whole subset is evaluated.

Important aspects connected with feature selection are models and search
strategies. Typical models are filter, wrapper, and embedded. Filter methods use some
own internal properties of the data to select features. Examples of the properties
are feature dependence, entropy of distances between data points, redundancy. In
the wrapper methods the feature selection is connected with the other data analysis
technique, such as classification, clustering algorithm, regression. The accompanying
technique helps with evaluation of the quality of selected features set. An embedded
model of feature selection integrates the selection in model building. An example of
such method is the decision tree induction algorithm. At each node a feature has to be
selected. Basic search strategies applied in feature selection are forward, backward,
floating, branch-and-bound and randomized strategies [14]. Besides there are a lot of
modifications and improvements of them.

This paper is engaged in the feature selection by minimization of a special
convex and piece-wise linear (CPL) criterion function. The minimization process
allows to calculate the parameters of hyperplane separating the learning sets and to
find the best set of features ensured the linear separability of them at once.

The remainder of the paper is structured as follows: Section 2 provides a
brief description of exploratory analysis techniques based on minimization of
CPL criterion function, Sections 3 and 4 contain a more detailed introduction to
developed by author feature selection methods SEKWEM/GENET and RLS. Section
5 presents the course and results of experiments involving the comparison of the
SEKWEM/GENET and RLS methods with other feature selection methods. Finally,
the work is summarized in Section 6.

2. The exploratory analysis techniques based on minimization of CPL
criterion function

Let us consider that the test objects O; (j = 1,...,m) are represented by the feature
vectors X;[n] = [xji,...,xjs)] of the same dimensionality n or by points in the
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n-dimensional feature space F'[n]. Feature (attribute) x; describes a specific numerical
value of the i-th parameter, or the result of a specific i-th measurement made on each
object O;. Features can take discrete (x; € {0,1,...,p}) or continuous (x; € Rl) values.
Let us take into consideration two disjointed sets C* and C~ composed of m

feature vectors X;:
ctnCc =0. (1)

For example vectors from the first set represent patients suffered from certain disease
and vectors from the second one represent patients without the disease. The positive
set C* contains m* vectors X; and the negative set C~ contains m~ vectors (m =
mt+m").

We are considering the separation of the sets C* and C~ by the hyperplane
H(w,0) in the feature space F'[n].

H(w,0)={x:(w,x) =0} (2)

where w = [wy,...,w,|T € R" is the weight vector, 8 € R! is the threshold, and (w,x)
is the inner product.

One way of finding the hyperplane H(w,0) (2) is to minimize a properly defined
criterion function @, (w,0) [3].

Du(w,0) = ), o] (W,0)+ Y, 0yp; (W,0)+AY vi0i(w,0)  (3)
x;eCt x;€C™ i€l

where o; > 0,A>0,7; >0,/ ={1,...,n}.
The nonnegative parameters o; determine relative importance (price) of particular
feature vectors X;. The parameters ;. represent the costs of particular features x;.

The function @) (w,8) is the sum of the penalty functions (p;r (w,6) or ¢, (w.9)
and ¢;(w,0). The functions (p;.r (w,0) are defined on the feature vectors x; from the
set C*. Similarly 9 (w,0) are based on the elements X; of the set C™.

. _f14+06—(w,x;) if (wx;)<1+06
(Vx; €CT) ¢/ (w,0) = { 0 ! if <w,xj~) >1+6 @)
and
I _JI+0H(wxy)  if  (wx;) >—1+6
(Vx; €C) o (W,O)—{ 0 ! if <w,xj~>§—1—|—9 ®)

The penalty functions ¢;(w,8) are related to particular features x;.

, _Swil if 1<i<n
q”(W’e)_{\ey if i=n+1 ©
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The criterion function @) (w,0) (3) is the convex and piecewise linear (CPL)
function as the sum of the CPL penalty functions (p;r(w,e) @), ¢; (w,0) (5) and
0;(w,0) (6). The basis exchange algorithm allows to find the minimum efficiently,
even in the case of large multidimensional data sets C* and C~ [2].

Py = Dy (W",0") = min®dy(w,0) >0 (7)

The parameters w* and 0* define the hyperplane H(w*,0%) (2), which in an
optimal way in terms of linear separability criterion measured by the value of function
@, (w,0) (3) separates the data sets C* and C~.

3. SEKWEM/GENET feature selection method

SEKWEM/GENET is the basic algorithm of feature selection based on the minimiza-
tion of CPL criterion function @) (w,0) (3). Feature selection is done together with
the search for the optimal hyperplane H(w*,0%) (2) separating the data sets C* and
C~. The resulting vector of parameters w* may contain a number of factors w; equal
to or close to zero. This condition occurs especially in the case of multidimensional,
so called, "long" data. Features x; corresponding to the coefficients w; equal or close
to zero are rejected, while the features x; corresponding to other coefficients form a
set of selected features.

In order to simplify further considerations let us assume the following aug-
mented form of the feature vectors y; and the vector of parameters v:

y; =[x, 1" (8)

v=[wl, —0]" )
The equation of the separating hyperplane H(w,8) (2) will take the form:

H(v)={y:(v,y) =0} (10)

Determination of parameter v* of the optimal hyperplane H(v*) (10) is based on
the basis exchange algorithm [2]. The algorithm searches in an oriented way vertices
vk resulting from intersections of hyperplanes hjr, h; and h; (12), respectively
associated with the features vectors y; belonging to the sets C*, C~ and the unit

vectors e; (11).

— T
€ = [ei] y€i25 -5 €iks "'7eil’l+l]

(Vi €{1,...n+11)(Vk € {1,...n+1}) {e"": lwhen i =k an

eir =0wheni#k
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(Vy; €CH) by ={v: (y;v) =1}
(Vy; €C7) h; —{V-<y,, v)=—1} (12)
(Vi €(1,..,n+1)) hj={v:(e;v) =0}
Each vertex v is the intersection of at least (n + 1) hyperplanes h*, h;, hi [4]. In the
vertex v¥ the following equations are fulfilled:

(VjieJh) (y))vh=
(Vi) yJ)Tv (13)
(Vi GIk) (e, Tyk —

where J,j , J; are the sets of indexes of vectors y; belonging respectively to the sets
C* and C~, which is compliance with the equation (13), and I, is the set of indexes
of unit vectors e; satisfying the last of the equations (13).

Equations (13) can be written in the form of a matrix [4]:

BV =3 (14)

BF is called the base. The rows of B* are formed by features vectors y jerfur)
or unit vectors e; (i € Iy). d margins is a vector with components equal to 1, —1 or 0
according to (13).

The coefficients vf of the vector (vertex) v¥ associated with the unit vectors
e; (i € I) in base B* are equal to zero (vf = (). This follows from the equality (13).
Features x; corresponding to coefficients vf equal to zero may not be taken into
account in the vertex v¥. They do not affect the form of separating hyperplane H (v¥)
(10). Vertex v* is completely characterized by the subset of the features F*:

FF={x:i e} (15)

where I, = {1,...,n} \ L.

Minimizing of the criterion function ®; (v) (3) according to the basis exchange
algorithm comes down to appropriate movement between the vertices v¥ until the
optimal vertex v* is found. Each transition from vertex v¥ to the vertex v¥*! is
associated with the replacement of one vector in the base BX. If a unit vector e; exits
from the base B¥, it means changing the consideration from the subset of features F*
to the extended subset of features F¥*! = FK U {x;}. If a unit vector e, enters to the
base B¥, it means changing the consideration from the subset of features F* to the
reduced subset of features F¥*! = FK\ {x,}.

Considering the above facts, the process of minimizing the criterion function
@) (v) (3) according to the basis exchange algorithm is connected with a browsing
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of subsets of features F* (15) characterized by the vertices v*. The optimal vector v*
corresponds to the optimal (in the sense of linear separability criterion of the sets C*
and C~ (1)) subset of features F*.

F' 5 F? 5 . 5Ffr S P 5 S FF (16)

4. RLS feature selection method

A fact that a model behaves very well in relation to objects from training set does not
guarantee that equally well handle with objects inactive in the learning process. It is
due to the danger of overfitting. It is worth, by reduction the model quality in relation
to training data, to obtain better performance in conjunction with test data [17]. This
idea underlies the extended feature selection methods, the relaxed linear separability
(RLS) method [4].

The RLS method consists of two calculations stages. In the first stage, in
accordance with the previously described basic feature selection scheme, there are
determined the optimal subset of features F* (16) and the optimal parameter vector
v* (7). In the second stage a linear separability relaxation is performed. The linear
separability relaxation consists in the controlled removal from the subset F* (16) the
consecutive least significant features and evaluation so obtained subsets of features
[4].

Selecting a feature to remove from the subset F* (16) (and the next resulting
subsets of features) is done through the appropriate increasing the value of cost
parameter A occurring in the expression of the criterion function @) (v) (3). After
increasing the value of parameter A, optimization of the criterion function @) (v) is
performed. The optimization starts from the previously specified vertex v* (7). If
the value of A was increased enough, it will lead to an increase the number of unit
vectors e; in base B*! associated with the new optimal vertex v*!, and thus to reduce
the number of features of optimal subset of features F*! [4]. Further enhancing the
value of parameter A allows to obtain the next subsets of features F** with a reduced
number of features. It is possible to control the value of A to obtain a sequence of
subsets of features F*', F*2_ ... F*P where each subset F***1) is equal to the subset
F** minus one least significant feature. The last subset F*” has only one feature.

The measure of quality of feature subsets F*¥ is the classifier error e;pocy (F**)
estimated by leave-one-out cross validation [7] on the set consisting of all objects
from subsets C*™ and C~ (1) with reduced features not belonging to subset of features
of F*. The error e;oocv (F *k ) is equal to the fraction of incorrectly classified objects

36



Feature selection methods based on minimization of CPL criterion functions

with one-element test sets created in the validation process.

eroocy (F™) = mpoocy (F*™*) /m (17)

where mroocv (F *k ) is the number of misclassified objects, and m is the total number
of objects in sets C* and C~ (1).

The RLS method as the best resulting subset of features considers the subset
with the smallest error e;pocy (F *"). If there is more than one subset of features with
the smallest error ez pocy (F *k), RLS selects the least numerous subset.

5. Empirical studies

5.1 Experimental setup

Three benchmarking feature selection algorithms were selected for an experimental
comparison with the SEKWEM/GENET and RLS methods. One of the selected
algorithms, ReliefF, is based on feature ranking procedure proposed by Kononenko
[13] as an extension of the Relief algorithm [12]. The ReliefF searches for the
nearest objects from different classes and weights features according to how well they
differentiate these objects. The second one is a subset search algorithm denoted as
CFS-SF (Correlation-based Feature Subset Selection - Sequential Forward) [11]. The
CFS-SF algorithm is based on a correlation measure which evaluates the goodness of
a given feature subset by assessing the predictive ability of each feature in the subset
and a low degree of correlation between features in the subset. The third method,
Consistency Subset Evaluation - Selection Forward (CSE-SF) also belongs to the
subset search selection methods. It searches the space of solutions using the forward
selection procedure, and evaluates the found subsets of features using inconsistency
measure proposed by Liu and Setiono at work [15] and then developed in the work
[5].

The applied algorithms require the determination of certain parameters control-
ling their work and having an impact on the results returned. The author used, in most
cases, the standard parameters recommended by the creators of algorithms.

Studied feature selection methods were compared on the basis of the returned
feature space quality. The quality of the feature space was evaluated based on
its discriminative power. Four frequently used classification methods and the CPL
method were applied to assess the discriminative power of selected feature spaces:

— k Nearest Neighbours (kNN) [6] with k =5 (arbitrary choice)
— Support Vector Machines (SVM) [18] with linear kernel function
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— Naive Bayes Classifier (NBC) [6]
— C4.5 Decision Tree Algorithm (C4.5) [16]
— Convex and Piecewise-Linear criterion functions (CPL) [3] with linear relaxation

[4]

These five classifiers were designed in the full feature spaces and in the reduced
feature subspaces obtained by the feature selection methods. The result characterizing
the effectiveness of a classifier for a given data set is the fraction of misclassified
objects from the testing set in the process of leave-one-out cross-validation [7]. The
effectiveness of a classifier is an assessment of the quality of the feature space and,
consequently, a part of assessment of the feature selection method.

The four first classifiers were designed by using Weka’s implementation [20].
The Weka’s implementation of ReliefF, CSE-SF and CFS-SF was used also for the
feature selection and cross validation evaluation of designed classifiers. The CPL
classifiers (the fifth type) based on the search for optimal separating hyperplane
through minimization of the CPL criterion functions was applied using author’s own
implementation. Autor’s implementation was also used for the SEKWEM/GENET
and RLS methods of feature selection. Calculations were performed on a computer
with Intel Core2 T5500 processor and 1GB of RAM.

5.2 Data sets

The experiments were carried out on publicly available data sets concerning clas-
sification problems related to four different diseases: colon cancer, leukemia, lung
cancer and breast cancer.

The Colon cancer [1] contains expression levels of 2000 genes taken in 62
different samples. For each sample it is indicated whether it came from a tumor
biopsy or not.

The Leukemia [8] data set contains expression levels of 7129 genes taken over
72 samples. Labels of objects indicate which of two variants of leukemia is present
in the sample: acute myeloid (AML, 25 samples), or acute lymphoblastic leukemias
(ALL, 47 samples).

The Lung cancer [9] is made of 181 patients with 12533 markers. The samples
belong to two lung cancer classes, malignant pleural mesothelioma (MPM, 31
samples) and adenocarcinoma (ADCA, 150 samples).

The Breast cancer [19] data set describes the patients tested for the presence
of breast cancer. The data contains 97 patient samples, 46 of which are from patients
who had developed distance metastases within 5 years (labelled as "relapse"), the rest
51 samples are from patients who remained healthy from the disease after their initial
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diagnosis for interval of at least 5 years (labelled as "non-relapse"). The number of
genes is 24481.

Original data sets come with training and test samples that were drawn from
different conditions. Here we combine them together for the purpose of cross
validation. Data have also been standardized before experiment.

Table 1. The data sets used in testing the feature selection methods

Name #objects #features class sizes
Colon cancer| 62 2000 tumor  normal
40 22
Leukemia 72 7129 ALL AML
47 25
Lung cancer | 181 12533 MPM  ADCA
31 150
Breastcancer| 97  244g] Iclapse non-relapse
46 51

5.3 Results

Table 2 summarizes the results of examined feature selection methods obtained in the
previously described experiment.

System resources are unfortunately insufficient to apply the CFS-SF method to
the lung cancer and breast cancer data sets. Available RAM is insufficient compared
to the memory complexity of the algorithm.

Comparing the classification errors obtained on the full data sets ("No selection"
group of rows), and classification errors on the data sets composed of features
selected by each method (next groups of rows) it should be noted that each of the
feature selection methods returns a subset of features improving the properties of
classifier. It is in line with expectations and the idea of feature selection. However, the
improvement of the quality of classifier is different in relation to particular methods.
The methods developed by the author (SEKWEM/GENET and RLS) proved to be
significantly better compared to other studied methods. This is clearly evident when
compared the values of mean errors obtained for all used classification algorithms,
listed in Table 2 in the rows "average".

The second criterion of evaluation the feature selection methods is the number
of features returned by the procedure. In this aspect, by far the best method is
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Table 2. Comparison of feature selection algorithms in terms of number of selected features and
classification errors estimated by leave-one-out cross-validation method

Colon cancer Leukemia Lung cancer Breast cancer

#features 2000 7129 12533 24481
kNN 20,97% 15,28% 6,08% 39,18%
No selection SVM 16,13% 1,39% 1,11% 31,96%

NBC 16,13% 0,00% 2,21% 47,42%
C4.5 20,97% 26,39% 3,87% 42,27%
CPL 9,68% 2,78% 1,11% 25,77%
average 16,78% 9,17% 2,88% 37,32%

#features 39 43 64 78
kNN 8,06% 0,00% 0,55% 1,03%
SEKWEM/GENET SVM 0,00% 0,00% 0,00% 0,00%
NBC 6,45% 0,00% 0,55% 8,23%
C4.5 33,97% 16,67% 2,76% 29,90%
CPL 0,00% 0,00% 0,00% 0,00%
average 9,68% 3,33% 0,77% 7,83%
#features 14 7 3 19
kNN 8,06% 0,00% 0,00% 5,15%
RLS SVM 0,00% 0,00% 0,00% 0,00%
NBC 4.84% 0,00% 2,76% 9,28%

C4.5 19,35% 12,50% 3,87% 27,84%
CPL 12,50% 6,67% 3,72% 21,21%

average 8,95% 3,83% 2,07% 12,70%
#features 15 32 393 43
kNN 12,90% 4,17% 3,31% 15,46%
ReliefF SVM 11,29% 2,78% 0,55% 23,71%

NBC 9,68% 4,17% 0,55% 20,62%
C4.5 20,97% 16,68% 3,31% 35,05%

CPL 12,90% 5,56% 1,11% 19,59%
average 13,55% 6,67% 1,77% 22,89%
#features 4 3 2 6
kNN 17,74% 4,17% 2,21% 27,83%
CSE-SF SVM 12,90% 5,56% 2,21% 29,90%

NBC 11,29% 5,56% 2,76% 46,39%
C4.5 8,06% 5,56% 1,11% 29,90%
CPL 12,90% 8,33% 2,21% 31,96%
average 12,58% 5,84% 2,10% 33,20%

#features 58 81 n/a n/a

kNN 8,06% 1,39% n/a n/a

CFS-SF SVM 12,90% 1,39% n/a n/a
NBC 8,06% 0,00% n/a n/a

C4.5 12,90% 20,83% n/a n/a

CPL 12,90% 4,17% n/a n/a

average 10,96% 5,56% n/a n/a
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the CSE-SE. Among the author’s methods much better on this criterion falls RLS
algorithm. The SEKWEM/GENET method is characterized by selecting relatively
numerous subsets of features.

On the basis of the results it can be quite definitely say that SEKWEM/GENET
and RLS methods very well fit for the purpose of feature selection in relation to high
dimensional data sets. They choose subsets of features with high quality, using which
makes it possible to build much better classification and decision-making rules than
on the basis of the starting sets of features.

6. Concluding remarks

The paper presents basic assumptions of the SEKWEM/GENET and RLS methods
of feature selection. The basis of both methods is the minimization of the special
CPL criterion function. The work also contains the results obtained from applying
of described methods with the state of the art high dimensional microarray data.
In comparison with other commonly used feature selection methods the author’s
methods proved to be better considering the quality of the returned sets of features.
The measure of the quality of a subset of features is the classification error obtained
in the process of leave-one-out cross-validation.

The experiment described in the article is a repetition of the experiment made by
the author for his doctoral dissertation. Some of the results obtained this time is a bit
different than the results shown in the dissertation. The reason for this is ongoing
work on the development and improvement of the SEKWEM/GENET and RLS
methods. The results presented in this article have been obtained on the following
slightly modified versions of the implementations of the SEKWEM/GENET and RLS
algorithms. Recently completed and potential future development activities are aimed
at improving the quality of the results, but also take into account emergency situations
that occur sometimes after applying the algorithm to a new custom data set.
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METODY SELEKCJI CECH BAZUJACE
NA MINIMALIZACJI FUNKCJI KRYTERIALNYCH
TYPU CPL

Streszczenie Selekcja cech jest metoda analizy danych powszechnie stosowang jako
wstepny krok w technikach klasyfikacji czy rozpoznawania wzorcéw. Ma ona szczeg6lne
znaczenie w sytuacji gdy dane reprezentowane sa w wysoko wymiarowej przestrzeni cech.
Przyktadem takich danych sg zbiory bioinformatyczne, a w szczegélnosci dane uzyskane
na podstawie mikromacierzy DNA. W pracy przedstawione zostaly dwie metody selekcji
cech bazujace na minimalizacji funkcji kryterialnych typu CPL: podstawowa metoda SEK-
WEM/GENET, w ktérej selekcja cech dokonywana jest w polaczeniu z budowa liniowego
klasyfikatora separujacego obiekty z réznych klas decyzyjnych, oraz metoda RLS rozsz-
erzajaca podstawowa metode o etap relaksacji liniowej separowalno$ci w celu uzyskania
podzbioru cech o lepszych zdolnosciach generalizacji. Wyniki metod SEKWEM/GENET i
RLS zostaly takze skonfrontowane z wynikami uzyskanymi z innych popularnych metod
selekcji cech w zastosowaniu do ,,benchmarkowych” zbioréw danych mikromacierzowych.

Stowa kluczowe: selekcja  cech, funkcja  kryterialna typu CPL, algorytm
SEKWEM/GENET, metoda RLS

Artykut zrealizowano w ramach pracy badawczej S/W1/2/2008.



