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Abstract: Travelling salesman problem with profits is a version of assia travelling
salesman problem where it is not necessary to visit all aestilnstead of it, with each
vertex a number meaning a profit is associated. The problémfiad a cycle in a graph
which maximizes collected profit but does not exceed a giwsh constraint. This problem
is NP-hard. Additional assumptions to this problem werg@psed in the paper. We assumed
that a graph may not be a complete graph. Moreover, repediithy of a given vertex is
allowed, however with an assumption that a profit is realimelg during first visiting. With
these additional assumptions, the problem is more remhlifd could have applications in
logistics and shipping. To solve the problem, a geneticritlym with special operators was
proposed. The algorithm was tested on networks of citiesinesvoivodeships of Poland,
obtaining very good results.
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1. Introduction

Travelling salesman problem (TSP) is a well known combinatooptimization
problem, studied in operational research and computenseieThe problem is
formulated as follows. Given the set pfcities and distances between each pair of
them, find a closed tour (a cycle) through all cities thattgigiach city only once
and is of minimum length. The problem is known to be NP-handydfore many
heuristics have been proposed to find near-optimal soki{i@h

While in a classic TSP a salesman needs to visit all citigagsaariant problems
enforce to visit only selected ones, depending on a profiteghiduring visiting.
This feature gives rise to a number of problems which areedal the literature
travelling salesman problem with profits (TSPwP) [2,7]. histgroup of problems,
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usually one ofn cities has a special meaning - it is considered as a depotohea
version of TSPwP described in the literature, the probleto iBnd an elementary

cycle (i.e., a cycle such that each vertex is visited at moseD starting from a

depot, that maximizes collected profit such that the tougtlerdoes not exceed a
given constraint. This problem is also known in the literatunder the name "the
orienteering problem" (OP) [15] or "the selective TSP" [a#[d will be considered

in the paper. Like TSP, TSPwP belongs to the class of NP-hatdems. Due to high

time complexity of the TSPwP, many metaheuristic approsi¢tae been proposed
in the literature, such as tabu search [5,13,3], ant colgynization [10], genetic

algorithms [1,7], neural networks [17] and harmony sea#gh [

In this paper, additional assumptions to this problem weopgsed. Firstly, we
assumed that a graph may not be a complete: not every pairrtiiéese must be
connected by an edge. Looking at a map one can see that inghe/edd cities
in some region are not all connected to each other. Despitieeofact that we can
transform such a not complete graph in a complete one bydntiog dummy edges,
such an approach seems to be ineffective. It would resultoh@f unnecessary data
introduced to the problem.

The second assumption is that we allow repeated visiting gifen vertex: a
cycle we are looking for may not be an elementary one. Thismapton results from
the fact that a graph is not complete. However, while a saesoan be in a given
city more than once, a profit is realized only during first tuigj. This assumption
prevents from finding routes in which a city with a highestfijrs continually
visited while others are not. With these additional assuonpt the problem is more
real-life and could have applications in logistics and phig. To find routes with
optimal profit, a genetic algorithm (GA) with special operatwas used. The method
was implemented and tested on networks of cities in somegeships of Poland.
Obtained results were encouraging.

The paper is organized as follows. Next section includemé&brdefinition of
TSPwP. Section 3 describes in details the GA. Experimeagallts are presented in
Section 4. The paper ends with some remarks about future. work

2. Problem definition

A network of cities in our model is represented by a weightatjirected graph
G=(V,E).V ={1,2,...,n} is a set ofh vertices anc is a set of edges. Each node in
G corresponds to a city in a network. Vertex 1 has a special mgamd is interpreted
as the depot. An undirected ed@ej} € E is an element of the sé& and means
that there is a possibility to travel from the cityo the city j (and vice versa). The
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weight a; for an undirected edgéi, j} denotes a distance between citiesnd j.
Additionally, with each vertex a non-negative number megra profit is associated.
LetP={p1, p2,..., pn} be avector of profits for all vertices. An important assupti
is that a profit is realized only during first visiting of a giveertex.

Fig. 1. A graph representation of a network of cities

A graph representation of an exemplary network of citieshisas in Fig. 1.
It is a simple example of the network which includes nineesitiTheg;; values are
marked on the edges and tpevalues are: {5, 3, 2, 4, 2, 1, 2, 4, 3} (marked beside
vertices). One can see that the highest profit equals to Secgaibed during visiting
the depot.

The TSPwP can be formulated as follows. The goal is to find #ecstarting
from the depot that maximizes collected profit such that the tength does not
exceed a given constraiotax

Assumingcmax = 100, for the graph presented in Fig. 1, one possible solution
couldbe:1-4-9-5-6- 1. Inthis case the tour length equal®@and the collected
profit equals to 15.
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3. GA for discovering routes

GAs are adaptive heuristic search algorithms based on thleitenary ideas of
natural selection and heredity. First introduced by Johhadd in the 60s, GAs has
been widely studied, experimented and successfully applienany fields [6,11].

In a typical GA, a population of candidate solutions (caltdtlomosomes) is
evolved during artificial evolution. Traditionally, solahs are represented as binary
strings, but other encodings are also possible. The GAsstiamtn a population of
randomly generated individuals. In each generation, tihedg of every individual
is evaluated. Based on the fitness, individuals are stachHlgtselected from the
current population to the next one. This step is called aciele Individuals in
the new population undergo genetic operators: crossowgrnauntation. The new
population is then used in the next iteration of the alganitirhe algorithm usually
terminates when a maximum number of generatimgybas been reached [12].

The pseudocode of the GA described in this paper is preséeted.

Genetic algorithm
Begi n
generate an initial population of individuals of size P;
conpute fitness function for each individual;
for i:=1to ng do
Begin
sel ect the population i fromthe population i-1 by neans of tournament
sel ection
with the group size equals to t\_size;
di vi de popul ation into disjont pairs;
cross each pair if possible;
mut ate each individual if possible;
End;
choose the best individual fromthe final population as the result;
End;

3.1 Genetic reprezentation and initial popualtion generang

The first step in the GA is encoding a solution into a chromasovide use the path
representation which is the most natural for this probled].[In this approach, a
tour is encoded as a sequence of vertices. For example,uhé to4 -5-6 - 1 is
represented by the sequence 1-4-5-6 - 1, as was describiesl Settion 2.

The GA starts with a population &f solutions of TSPwP. The initial population
is generated in a special way. Starting at the depot, witlhlgobability we choose
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a city to which we can travel from the depot. We add the distdvetween the depot
and the chosen city to the current tour length. If the curremt length is not greater
thancmax/2, we continue, but instead of starting at the depot, we atatte chosen

city. We again randomly select a city, but this time we exelfrom the set of possible
cities the city from which we have just arrived (the last dgitya partial tour). This

assumption prevents from continual visiting a given city isurelaxed if there is no
possibility to choose another city.

If the current tour length is greater thagayx/2, we reject the last city and return
to the depot the same way. In this case the tour length doesxneedcy .« therefore
the constraint imposed by the problem is preserved. Oneamthat such an idea of
generating the initial population causes that individ@assymmetrical in respect of
the middle city in the tour. However, experiments show that GA quickly breaks
these symmetries.

Let us construct an individual for the problem presented imm E with the
assumption thatmax = 150. We start at the node 1 and have to choose one node
from the set {2, 4, 6, 7}. Let us assume that node 2 was seleBiede the distance
between 1 and 2 equals to 28, the current tour length equa® (and is not greater
thencmax/2). The partial tour is 1 - 2. Starting at the node 2, we carcsé¢e node
3 or the node 7, with equal probability (we exclude node 1}.usassume that the
node 3 was selected. The current tour is now 1 - 2 - 3 with thgtterqual to 62.
Starting from the node 3 we can only select the node 4 but ihiat®n will cause
crossing the treshold valuggax/2. We must reject the node 4 and return to the depot
the same way. Our complete touris 1-2 - 3 - 2 - 1 and has theHesggtal to 124.

3.2 Fitness computing

The next step is to evaluate individuals in the initial pgtign by means of the
fithess function. The fitness of a given individual is equatdtiected profit under
the assumption that a profit is realized only during firsttiigi of a given vertex. For
example, the fitness of the individual represented by thersbsome: 1-2-3-2 -
1 equals to 10.

3.3 Selection

Once we have the fithess function computed, the GA starts poowe the initial

population through repetitive application of selectiomssover and mutation. In our
experiments we use tournament selection: we s&lggindividuals from the current
population and determine the best one from the group. Theewiis copied to the
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next population and the whole tournament group is returpettheé old population
(randomizing with returns). This step is repeaketimes. The parametes,e should
be carefully set because the highgk, the faster convergence of the GA.

3.4 Crossover

We present a new heuristic crossover operator adjustedrtproblem. In the first
step, individuals are randomly coupled. Then, each coglested if crossover can
take place. If two parents do not have at least one common (gétiethe exception
of the depot), crossover can not be done and parents remelranged. Crossover
is implemented in the following way. First we randomly chea@se common gene
from the set of common genes in both parents (we exclude thet d@m this set).
This gene will be the crossing point. Then we exchange fragsnef tours from the
crossing point to the end of the chromosome in two parenviddals. If offspring
individuals preserve the constraiat,ax they replace in the new population their
parents. If one offspring individual does not preserve ihestraintcyay, its position

in the new population is occupied by better (more fitter) paiéboth children do not
preserve the constraiot,ay, they are replaced by their parents in the new population.
The example of the crossover is presented in Fig. 2. This pkagoncerns Fig. 1
with the assumption that,,x= 200.

P1:1 —4—9—5—6—1 01:1—4—9—4—1
P2:1 —4—8—9—4—1 o2:1—4—8§—9—5—6—1

Fig. 2. The example of the crossover operator

The length of the tours represented by offsppring are equal2t and 155,
respectively. Since both offspring individuals presertie tonstraintcnay, they
replace in the new population their parents.

3.5 Mutation

The last genetic operator is a mutation. Each individualhim ¢urrent population
undergo mutation. It is performed in the following way. Fiwge randomly select a
position in a chromosome where a mutation will be perfornféekn we try to insert
a city (from the set of possible cities) at this positionnéerting a city do not violate
the constraintmay, We keep this new city in a tour otherwise it is rejected.
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For example, let us look at the individual O2 in Fig. 3. Let sswme that
this individual is to be muated and randomly selected pwsiin the chromosome
is marked with an arrow. The only city we can insert betweencities 6 and 1 is the
city 7. Inserting this city will result in the tour length egjuo 198. Sinc&max= 200,
we keep the city 7 on its position. The new mutated individDal replaces O2 in the
population.

02:1—4—8—9—5—6—1
T{7}
02%:1—4—8—9—5—6—7—1

Fig. 3. The example of the mutation operator

4. Experimental results

We conducted experiments on networks of cities in the fahowoivodeships of

Poland: podlaskie, mazowieckie and warminsko-mazurskiem each voivodeship,
twenty cities were selected. A network was created from e, by including to

a graph main segments of roads. Profits associated with a gityewere determined
according to a number of inhabitants in a given city. The nignabitants, the higher
profit associated with a given city. These rules are preddnta Tab. 1.

Table 1. Profits associated with a given city

number of inhabitantprofit
<=10000 1
(10000, 20000>
(20000, 30000>
(30000, 40000>
> 40000

g Bl WN

The data for each voivodeship (profits and distances betwiies) are pre-
sented in Appendix.
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The parameters for the GA were determined through seriexpdrignents
described in [8]. Based on results of those experiments Ww® se 200, tgj,e = 3
andng= 100. Tests were performed for thregax values: 300, 500 and 700. Results
of experiments are presented in later subsections.

4.1 Voivodeship podlaskie

The best results from ten GA runs are presented in Tab. 2 and 3.

Table 2. The best results for voivodeship podlaskie

Cmax — 30 Cmax - 500 Cmax — 70
profit 25 37 46
distance 298 498 697

Table 3. Chromosomes of the best individuals for voivodeship pddias

chromosome

Cmax= 300][1,9,6,19,8,2,14,13,17,15,1]

Cmax= 500[1,7,5,17,15,13,14,2,8,19,9,6,4,12,1]

Cmax= 700][1,7,18,11,5,17,15,13,14,2,19,8,19,6,9,6,4,3,4(1,2]

4.2 \oivodeship mazowieckie

The best results from ten GA runs are presented in Tab. 4 and 5.

Table 4. The best results for voivodeship mazowieckie

Cmax = 30 Cma)( = 500 Cmax - 70
profit 23 41 50
distance 291 494 700

4.3 \Voivodeship warminsko-mazurskie

The best results from ten GA runs are presented in Tab. 6 and 7.
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Table 5. Chromosomes of the best individuals for voivodeship magolie

chromosome

Cmax= 300[1,10,5,12,6,11,15,1]

Cmax= 500][1,11,6,12,5,2,3,4,9,14,13,16,1]
Ccmax= 700][1,13,14,9,8,7,8,4,3,2,5,6,12,6,11,15,16,1,10,1]

Table 6. The best results for voivodeship warminsko-mazurskie

Cmax = 30 Cma)( = 500 Cmax - 70
profit 48 57 59
distance 295 500 700

Let us look closely at the results obtained for voivodeshiprminsko-
mazurskie. Fig. 4 presents the best of ten GA runs for eagh On each plot we can
see the profit of the best individual in a given generatiorr. dHoplots presented in
this figure, the GA quickly (before 15th generation) findsdpé&mal (or suboptimal)
solutions. Further generations do not bring any improveamen

For cmax= 500, the profit of the best individual equals to 57. The chreonoe
of this individual consists of 25 cities and has the tour tregual to 500. However,
for cmax = 700, the profit of the best individual is only 2 greater thandg.x= 500
and the chromosome length equals to 44 genes (the tour leggtds to 700). This
problem is explained below.

For voivodeship warminsko-mazurskie, the maximal profitohiltan be gained
equals to 59 for a tour length equal to 435. A solution with ltlest possible profit
is found quickly - in 11th generation. However, the lengththte solution (with the
maximal profit) from the final generation equals to 700 (TgbT&e main reason is
the mutation operator. In spite of the fact that a currenitgmt can not be improved
(because it is the global maximum), the mutation causestinggo the current tour
cities which increase the total tour length but can not iaseethe collected profit.
This situation is clear when looking at the chromosome ofliést individual for
Cmax= 700 from Tab. 7. One can see that some citities e.g. 17, 14e[d&€at in the

Table 7. Chromosomes of the best individuals for voivodeship waskdrmazurskie

chromosome

Cmax= 300[1,5,17,19,14,9,7,10,6,20,6,3,12,8,16,11,4,5,1]
Cmax=500][1,16,11,4,5,17,14,9,13,2,13,9,7,10,8,12,3,15,18,20,7,10,1]
Cmax= 700][1,5,17,19,17,19,14,17,19,17,14,17,19,17,19,147194017,14,19,
2,13,9,7,10,6,20,18,15,3,12,8,16,11,4,11,16,11116611]
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voivodeship warminsko-mazurskie
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Fig. 4. The GA run for voivodeship warminsko-mazurskie

chromosome but they do not influence fitness value and canrmbevesl from the
chromosome. This way of action of the mutation needs to bedugd. The new
cities should be inserted to the tour only if they cause arrangment of the fithess
function, otherwise the tour length is unnecessary increate

To verify this hypothesis, we implemented improved versminmutation
operator. In this case, a new city is inserted to the tour dniyis not present in
a tour yet. Otherwise, mutation is not performed. The newatiart was tested on the
same data as the ordinary mutation. Differences were maderly observed for
Cmax= 700 and are presented in Tab. 8.

Table 8. Results of the improved mutatiognax= 700

voivodeship chromosome profit/distance
podlaskie [1,7,18,5,11,16,17,15,13,14,2,8,19,6,4,3,10,4,12]2Q0 46 | 677
mazowieckie [1,11,6,10,5,2,3,4,7,8,9,14,13,16,18,19,17,15,1] 53 | 691
warminsko-mazurski¢l,5,4,11,16,8,12,3,15,18,20,6,10,7,9,13,2,19,18,1}y 59 | 435

One can see that results obtained with the improved mutatierbetter in the
context of collected profit (mazowieckie) and also in theteghof total distance
(podlaskie, mazowieckie, warminsko-mazurskie). The j@motof repeated cities was
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majorly eliminated. Of course, repeated cities may agapeapin a solution due to
crossover operator.

5. Conclusions

In this paper we presented a version of TSPwP. Additionalirapsions to this
problem were proposed in the paper which make the problene mezl-life. The
aim of the work was designing a GA to deal with this probleme T®A proposed
in the paper was tested on some voivodeships in Poland,notmtsatisfactory
results. However, these results should be compared witlitsesbtained by the other
heuristic algorithms.

Another issue which must be carefully studied is the muabiparator. Results
of experiments have shown that this operator has signifioalet in the quality
of obtained solutions. Two versions of muation insertingityg t a tour were
implemented and tested. However, another kind of mutationatso be considered,
for example inserting a fragment of tour or exchanging sitiea tour.

The results presented in this paper are results of preliyiegperiments. The
future work will be focused on testing the improved versiéthe GA on bigger and
more dense networks, for example for cities from the wholeuitb

6. Appendix

The data for voivodeship podlaskie are presented below.

Voivodeship podlaskie
1 (Bialystok 5)2804905497399421240146815282047
2(Lomza 5)18083214241925
3 (Suwalki 5)4 341031
4 (Augustow 4)19033464210431276
5 (Bielsk Podlaski 31 49728113017 251825
6 (Grajewo 3)4429371938
7 (Hajnowka 3)1 445 281827
8 (Kolno 2)2321917
9 (Monki 2) 1426371954
10(Sejny 1)3314 43
11 (Siemiatycze 25 30163818 38
12 (Sokolka 2)1 404 76 20 26
13 (Wysokie Mazowieckie 11421153117 27
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14 (Zambrow 3)1 6822413211643
15(Lapy 2)12813311732

16 (Ciechanowiec 1113814431725
17 (Bransk 1)5251327153216 25
18 (Kleszczele 15247271138

19 (Stawiski 1)2 256 388 179 54

20 (Krynki 1) 1471226

Each city has an unique number. The capital of the voivogeshs the number
1 (this rule is also applied to other voivodeships). Profésogiated with cities are
given in the brackets. In each line the distances betweevea gity and other cities
are presented (in pairs: a number of a city and a distancexample let us look at
the first line. One can see that the distance between Bi&lgstd Lomza (number 2)
equals to 80, the distance between Bialystok and Augustamlifier 4) equals to 90
etc.

The data for voivodeship mazowieckie are presented below.

Voivodeship mazowieckie
1 (Warszawa 5B 8175810371154134016341546
2 (Ciechanow 512825 36 3 37
3 (Makow Mazowiecki 2)2 37181456
4 (Ostrow Mazowiecka 33567 428 37955
5 (Plonsk 3)12492 366311033
6 (Wyszogrod 1123811245311037
7 (Wyszkow 3)4 428181 58
8 (Lochow 1)94613437184 37
9 (Sokolow Podlaski 24 558 46 14 30
10 (Nowy Dwor Mazowiecki 35336 371 37
11 (Sochaczew 4% 24154 1564
12 (Plock 5)2826 38549
13 (Minsk Mazowiecki 4)1 408 4314501641
14 (Siedlce 513409 30
15(Grojec 2)1164146162917 27
16 (Gora Kalwaria 2)1 3415291341 1852
17 (Bialobrzegi 1)1527 18501935
18 (Kozienice 2)165217501937 2028
19 (Radom 5)173518372033
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20 (Zwolen 1)19331828
The data for voivodeship warminsko-mazurskie are preddméow.

Voivodeship warminsko-mazurskie
1 (Olsztyn 5)5201440103516 10
2 (Elblag 5)13401950
3(Elk5)62015101220
4 (llawa 4)53011 35
5 (Ostroda 4430191517101 20
6 (Gizycko 3)10102053 20
7 (Ketrzyn 3)920105
8 (Szczytno 3161510251230
9 (Bartoszyce 313507201410
10 (Mragowo 3)7561012158251 35
11 (Dzialdowo 3)4 3516 20
12 (Pisz 2)10153208 30
13 (Braniewo 2)2 409 50
14 (Lidzbark Warminski 291014017101910
15(Olecko 2)1853 10
16 (Nidzica 2)1108151120
17 (Morag 2)191014105 10
18(Goldap 2)2020155
19 (Paslek 2 5014101710515
20 (Wegorzewo 255 1820
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ALGORYTM GENETYCZNY ODNAJDUJE TRASY
W PROBLEMIE KOMIWOJA ZERA Z ZYSKAMI

Streszczenie Problem komiwojaera z zyskami (ang. TSP with profits) jest pewna wersja
klasycznego problemu komiwgjara, w ktérej nie jest konieczne odwiedzenie wszystkich
wierzchotkéw grafu. Zamiast tego, z 2@dym wierzchotkiem zwiazana jest pewna liczba
oznaczajaca zysk. Problem polega na znalezieniu cyklwafiegiktory maksymalizuje zysk,
ale ktérego koszt nie przekracza zadanego ograniczeroaldpn ten jest problemem NP-
trudnym. Do tak postawionego problemu, w pracy zaproponowdodatkowe zakenia.
Przyjeto mianowicieze graf nie musi by petny. Ponadto dopuszczona jest ziwost
powrotéw, czyli ponownego odwiedzenia danego wierzchotikay zata@eniu jednak,
zysk realizowany jest tylko podczas pierwszego odwiedzeRirzy tych dodatkowych
zatazeniach problem jest bardziej realny i eomiec konkretne zastosowania w logistyce i
spedycji. Do rozwiazania problemu zaproponowano algeygnetyczny, uzyskujac bardzo
dobre wyniki.
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