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Abstract: Optimal boundary control problems for distributed
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1. Introduction

In this paper we consider linear retarded parabolic systems with non-homoge-
neous Dirichlet boundary conditions. The retarded argument appears in the
integral form with h € (0,¢) in the state equation. Using the transposition
method and some interpolation theorems sufficient conditions for the existence
of unique solutions for such retarded parabolic systems are proved. The perfor-
mance functional has the quadratic form. The time horizon T is fixed. Finally,
we impose some constraints on the boundary control. Necessary and sufficient
conditions of optimality for the non-homogeneous Dirichlet problem with the
quadratic performance functional and constrained control are derived. A sim-
ple example of application is also presented.

2. Existence of solutions in the space H?!(Q)

Consider the distributed-parameter system described by the following parabolic
delay equation:

% +A(t)y+/b(x,t)y(x,t—h)dh =u ze Q,te (0,T), he (0,¢) (2.1)

0
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y(a,t') = &,(x,t) zeQ, t'e[—¢,0) (2.2)
y(@,0) =yo(z)  z€9Q
y(z, t) = v(x,t) zeT, te (0,7), (2.4)

where €2 C R" is a bounded, open set with boundary I', which is a C'**° manifold
of dimension (n — 1). Locally, € is totally on one side of T

y = ylx, t;u), u = u(x,t), v =wv(x,t), Y=Tx(0,T),
Q:QX(OaT)a Q():QX[—C,O),

where:

T is a specified positive number representing time horizon,
b is a given real C™ function defined on Q ,

h is a retarded argument such that h € (0, ¢),

®g is a initial function defined on Q,.

The parabolic operator 2 + A(t) in the state equation (2.1) satisfies the
hypothesis of Lions and Magenes (1972, Vol. 2, p. 2) and A(t) is given by

Aty =->_ % (aij(a:,t) 8y§§;ﬂ) (2.5)

where the functions a;;(z,t) are real C* functions defined on @ (closure of Q)
satisfying the ellipticity condition

n

Z aii(z, t)pip; > aZg@f,a > 0, Y(z,t) € Q,VYp; € R. (2.6)

ij=1 i=1

Equations (2.1) - (2.4) constitute a Dirichlet problem.

First we shall prove sufficient conditions for the existence of a unique solution
of the mixed initial-boundary value problem (2.1) - (2.4) in the space H?(Q).
For this purpose, for any pair of real numbers r, s > 0, we introduce the Sobolev
space H™*(Q) (Lions and Magenes, 1972, Vol. 2, p. 6) defined by

H™(Q)=H0,T; H"(Q)) N H*(0,T; H°(Q)) (2.7)

which is a Hilbert space normed by
1/2

T
/ 1 5(0) 2y i+ 10 2o mummo ) (2.8)
0

where the spaces H"(2) and H*(0,T; H°(Q2)) are defined in Lions and Magenes
(1972, Vol. 1, Chapter 1).
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THEOREM 2.1 Let yo, ®g,v,u be given with yo € HYX(Q), ®9 € H*>Y(Qo), v €
H?%(Y) and u € L2(Q) and the following compatibility relation is satisfied:

yo(x) = v(x,0) on T (R.C.).

Then, there exists a unique solution y € H*1(Q) for the mized initial-

boundary value problem (2.1) - (2.4).

Proof. The parabolic delay equations (2.1) with boundary conditions (2.2)—(2.4)
may be rewritten as

&y Ay =Nyt f (2.9)

where
0
f(z,t) = u(z, t) + b(z,t) / Do (z, 7)dr (2.10)
min(0,t—c)
t
Ny, t) = b(a, 1) / y(z,7) dr. (2.11)
max(0,t—c)

Let

Go: HY(Q) — H*(Q) (2.12a)

Gy H?1(X) —» H*(Q) (2.12b)

S:L*(Q) — H*'(Q) (2.12¢)

denote the continuous solution operators provided by Theorem 6.1 and Remark
6.3 of Lions and Magenes (1972, Vol. 2, pp. 33 and 37). Then the problem (2.1)
- (2.4) is equivalent to the fixed point equation

y = Goyo + G1v + Sf + SNy. (2.13)

We need to find an estimate for [[SN ||z g2, (), m21(g))- We have

ISNYll g2 (qy < 151 2L2@),m21 @) 1NVl L2 ()
t

<c [ M@ nmg dr < Tyl o (2.14)

max(o,t—c)

From (2.14) we deduce

. 1
||SNH£(H2,1(Q)7H2,1(Q)) <1l if T« E

Evidently, we can extend our result to any T' < 4-o00. [
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3. The adjoint problem

Consider now the adjoint problem in the context of the Theorem 2.1, that is

C

A*(t)p—p + /b(x, t+ h)p(x,t+ h)dh = ¢ in Q, (3.1)
0
p(e.t)=0, zeQ  te(Td (3.2)
p(z,t) =0 on 3, (3.3)
p(z,T) =0, x € Q, (3.4)
where
i N~ O D
Ar= ijZZI dz; (a” (®1) 8xi) '

The problem (3.1) - (3.4) can be solved backwards in time. For this purpose,
we may apply Theorem 2.1.

The following result can be proved

LEMMA 3.1 Let ¢ be given in L?(Q). Then, there erists a unique solution
p € H>Y(Q) for the problem (3.1) - (3.4).

Let us denote by X (Q) the space described by the solutions of (3.1) - (3.4)
as ¢ describes L?(Q).
We have

X(Q) c H*(Q).

We can equivalently define

X(Q) ={plp € H*'(Q) : p(z,t) = 0 on %, p(x,T) = 0,
A'p—p +/b:v t+h)p(x t+h)dheL2(Q)}.
0

Providing X (Q) with the norm of the graph we get
P A=+ [ bt B)plast + B)dh)
0
is an isomorphism of X(Q) onto L*(Q). (3.5)
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4. Transposition of the adjoint isomorphism

By transposition we deduce from (3.5)

LEMMA 4.1 Let p — L(p) be a continuous linear form on X(Q). Then, there
exists a unique y € L?(Q) such that

c

(y, A*p —p' + /b(:v, t+ h)p(x,t + h)dh) = L(p) Vp € X(Q) (4.1)
0

We choose L in the form

c 0
L(p)= Do (t, x)b(x, t+h)p(x, t+h)dtdhdz+ (u, p) + (v, p|5) + (Yo, p(, 0)).
[
(4.2)
We take
®g € L*(Qo) (4.3)

u€ (H*1(Q)"

Since p — pj,, is a continuous linear mapping of X (Q) — H3i (X) we may
take

ve(Hi(%)). (4.5)

Similarly, since p — p(z,0) is a continuous linear mapping of X (Q) — H} (),
we may take

yo € H (). (4.6)
According to Lemma 4.1 we have

THEOREM 4.1 Let ®g, u, v, yo be given with (4.8),(4.4),(4.5), and (4.6). There
exists a unique y € L?(Q) such that (4.1) holds with (4.2).

5. [Existence of solutions in the space H%é(Q)

We shall now apply interpolation theory (Lions and Magenes, 1972, Vol. 1,
Chapter 1, Section 5).
We consider the mapping G

g : {(I)Ovuav;yo} — Y= g(q)()vuavayo)a (51)
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then from Theorem 2.1 and Theorem 4.1 it follows that it is a continuous map-
ping of

H>Y(Q) x H(Q) x (H?'1(X) x H'(Q),R.C.) — H*'(Q) (5.2)
and

(H(Q) x H(Q)) x (H>5(%)) x (H'(Q)) — H(Q). (5.3)
We shall now interpolate between (5.2) and (5.3). We set

Ay = (H>%(X) x H(Q),R.C.) (5.4)

Ay = (H=3(%)) x (H'(Q)) (5.5)
Using the Theorem 14.1 of Lions and Magenes (1972, Vol. 2, p. 68) we have

[Ao, A]o_s = HO() x (H?())'. (5.6)

According to the results of Lions and Magenes (1972, vol.2, Chapter 4, Section
15.1 and 2.1) we have

[H(Q), (H*'(Q)) o=z = (H*5(Q)), (5.7)
[H2Y(Q), H(Q)lo—s = H>'(Q). (5.8)
From (5.1) - (5.8) we deduce
gdleffned by (5.1)31'5 a continuous lz'neml‘ mapping 0]: 1 } 59)
HY3(Q) x (H23(Q)) x HO(S) x (H(Q)) — HEi(Q)

From (5.9) we obtain

THEOREM 5.1 Let ®g, u, v and yo be given with &€ H25(Q), uc (H2'3(Q)),
v e L2(X), yo € (H2(Q)). Then, there exists a unique solution y € H23(Q)
for the mized initial - boundary value problem (2.1) - (2.4) (in the sense of
Theorem 4.1).

6. Optimal boundary control

We shall now formulate the optimal boundary control problem for the Dirichlet
problem (2.1) - (2.4) in the context of Theorem 5.1. Let us denote by U = L?(%)
the space of controls. The time horizon T is fixed in our problem.

The performance functional is given by

I(v) =\ |y(z, T;v) — Zdl?{”(m + A2 /(Nv)vdl"dt (6.1)
)
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where: \; >0 and A\; + A2 > 0; z4 is a given element in H~1(Q); N is given,
2
N S ‘C(LQ(E)vLQ(E))a (vav)L2(Z) Z IMHUHL?(E)MM > O
Finally, we assume the following constraint on controls v € U,q4, where
Uqa is a closed, convex subset of U. (6.2)

Let y(x,t; v) denote the solution of the mixed initial-boundary value problem
(2.1) - (2.4) corresponding to a given control v € U,y. The starting point for
our considerations will be following theorem, which can be found in Lions (1971,

p.10).

THEOREM 6.1 Assume that the function v — I(v) is strictly convex and dif-
ferentiable such that I(v) — 400 as ||v|| = +00, v € Usq (the last hypothesis
may be omitted if Uaq is bounded). Then the unique element vy € Uyq satisfying
I(vg) = infyev,,I(v) is characterized by

I'(vg) - (V=) >0 Vv € Uyq. (6.3)

The solving of the formulated optimal control problem is equivalent to seeking
a vy € Ugq such that I(vg) < I(v) Yv € Ugg.

Then from Theorem 6.1 it follows that for Ay > 0 a unique optimal control vg
exists; moreover, vy is characterized by the condition (6.3).

Using the form of the performance functional (6.1) we can express (6.3) in
the following form

A(y(x, Tsvo) — za, y(o, Ty v) — y(2, T5v0)) -1(0) + /\Q/Nvo(v —vg)dl'dt > 0
by

Y € U (6.4)

To simplify (6.4), we introduce the adjoint equation and for every v € Uyq, we
define the adjoint variable p = p(v) = p(z,t;v) as the solution of the equation

C

—81;9—(:) + A*(t)p(v) + /b(x, t+ h)p(x,t + h;v)dh =0,

0
zeQ, te(0,T), he(0,c), (6.5)
p(z,t;v) =0 xeQ, te(T,T+c), (6.6)
p(z, T;0) = =M\ (=A + D)7 y(x, T;v) — 2q) T €, (6.7)
p(z,t;v) =0, zel, te(0,T). (6.8)

The norm in the space H~1(Q) is given by the following formula

1@ = [(—A+ D fdo (©9)

Q
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where:
(—=A+1I)71f = ® - the solution of the problem
(-A+1NP=finQand ®P=0o0nT.
Moreover, A is a Laplace operator on €.

The following lemma can be proved.

LEMMA 6.1 For given zq € L*(Q) and any v € L*(X), there exists a unique
solution p(v) € H2'1(Q) for the problem (6.5) - (6.8).

We simplify (6.4) using the adjoint equation (6.5) - (6.8). For this purpose,
setting v = vg in (6.5) - (6.8), multiplying both sides of (6.5) by (y(v) — y(vo)),
then integrating over @), we obtain

[ o)+
Q

C

+ / b(x,t + h)p(x,t + h;vo)dh)(y(z, t;v) — y(z,t;v0))dwdt =
0

_ / p(, T 00) (y(a, T v) — (e, T v0))dar+
Q

+/p(vo)%(y(v) —y(vo))dwdtJr/A*(t)p(vo)(y(v) —y(vo))dxdt+
Q

Q
T c
+ b(z,t 4+ h)p(x,t + h;vo)(y(v) — y(vo))dhdtdx =
[

=\ /(—A + )7 ((y(@, T5v0) — 2a) (y(, T5v) — y(x, T, vo))dar+
Q

+ [ o) g 0(0) — y(eo))dode + [ A @p(e0)(0(0) — y(uo)dode+
Q

Q
T ¢
+ b(x,t + h)p(x,t + h;vo)(y(v) — y(vo))dhdtde =
[1]

= M(y(z,T5v0) — 2za,y(x, T;v) — y(z,T5v0)) g-1(0)+
+/p(vo)%(y(v) —y(vo))dwdtJr/A*(t)p(vo)(y(v) —y(vo))dxdt+
Q

Q
c T

+/// b(z, t+h)p(x, t+h;vo)(y(z, t;v) — y(z, t;vo))dtdedh = 0. (6.10)
0Q0
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Using equation (2.1), the second term on the right-hand side of (6.10) can
be rewritten as

[ plen) g 60) = wtoo)dzdt =~ [ en) A w(0) — ylon)dad—
Q Q
T

—///P(%f; vo)b(x, t)(y(z,t — h;v) — y(x,t — hyvg))dtdxdh =
0 ¢

2 0

~ [ o) AO(w) ~ ylon))dode-
Q

T—h
/ p(x,t" + h;vo)b(z, t' + h)(y(x, t';v) — y(z,t';v0))dt' dzdh =
h

— [ o) AW() (o)) o
Q
0
/ pla '+ by vo)b(a, '+ h)(y(x, t'sv) = y(a, ¢';v0))dt' dwdh—

/ p(x,t' + h;vo)b(z, t' + h)(y(x, t';v) — y(z,t';v0))dt dzdh =
0

/p(x,t'—i—h;vo)b(;v,t’—i—h)(y(x,t';v)—y(:t,t’;vo))dt'd:vdh. (6.11)
0

The third term on the left-hand side of (6.10), in view of Green’s formula,
can be expessed as

/ A (t)p(vo)(y(v) — y(vo))drdt = / p(vo) A(t)(y(v) — y(vo))dzdt+

Q

" T
(o) / op(vo) ,
+O/Jp vo)( 377A G )dl'dt /| O (y(v) — y(vo)dldt.

(6.12)

Using the boundary condition (2.4), the last component on the right-hand
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side of (6.12) can be written as

T T
Ip(vo) 7 ap(vo) o
0/ F/ Ba- (y(v) — y(vo)dl'dt = 0/ / (v — vo)dLdt. (6.13)

r
Substituting (6.8) and (6.13) into (6.12) and then (6.11) and (6.12) into
(6.10) we obtain

M(y(z, Tiv0) — 24, y(2, T5v) — y(x, T500)) -1 () =
— [ plen) A u0) ~ y(uo)dads+
Q

/ p(x,t+ h;vo)b(x,t + h)(y(z, t;v) — y(x, t;vo))dtdadh—
0

3]9(1)0)
Ona-

T
—/p(UO)A(t)(y(v) —y(vo))dxdt—i—// (v —wvo)dldt—
Q 0T
T
—///b(x,t—i—h)p(:z:,t—i—h;vo)(y(:zr,t;v) —y(z, t;v9))dtdzdh =
0Q 0

=— / / p(z,t+ h;vo)b(x,t + h)(y(z, t;v) — y(x,t;vo))dtdadh+
0

QToh
[ [ Op(wo)
P(Vo
— dl'dt =
+// Ona- (v=0)
0T
c T+h

_ / Op(vo) (v — vo)dL'dt. (6.14)
T

Upon substituting (6.14) into (6.4) we obtain the formula

A*

THEOREM 6.2 For the problem (2.1) - (2.4) with the performance functional
(6.1) with zg € H™1(Q) and N\a > 0 and with constraints on controls (6.2),
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there exists a unique optimal control vy which satisfies the maximum condition

(6.15).

We can also consider an analogous optimal control problem where the perfor-
mance functional is given by

i0) =\ dy(v)

ona

— Z%d

+ A2 [ (Nv)vdl'dt (6.16)
E /

H-1(%) 5

where 254 is a given element in H~1(X).
The norm in the space H () is given by the following formula

901y =[085+ 1) glgdras (6.17)
b
where Ay is a Laplace - Beltrami operator on ¥. The Laplace-Beltrami operator

is taken with homogeneous boundary conditions at t =0 and t =T
The optimal control vg is characterized by

" <5y(U0) e dy(v) 3y(U0)> N
87714 ) a77A 87714 H-1(%)
+Ao /(NUO)(U —v)dldt >0 Yo € Uggq. (6.18)
¥

We introduce the following adjoint equation

C

9]
- A Opn) + [ bt Bplat -+ i) = 0
0
ze, te(0,T), he(0,c), (6.19)
p(z,t;09) =0 xeQ, te(T,T+c), (6.20)
p(z, T;v9) =0 r e, (6.21)
0y (v
pla, t;v) = M(—Ag + 1)~ ( g( )| _ ZZd) )
na |s

zel, te(0,T) (6.22)

p(z,t;09) =0 zel, t=0andt="T. (6.23)

The following lemma can be proved:

LEMMA 6.2 For given zsq € H (X)) and any vy € L*(X), there exists a unique
solution p(vy) € H2'1(Q) to the problem (6.19)-(6.23).
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In this case the condition (6.18) can be also rewritten in the form (6.15). The
following theorem now holds:

THEOREM 6.3 For the problem (2.1) - (2.4) with the performance functional
(6.16) with zsq € H™1(X) and A2 > 0 and with constraints on control (6.2),
there exists a unique optimal control vy which satisfies the maximum condition

(6.15).

We must notice that the conditions of optimality derived above (Theorems
6.2 and 6.3) allow us for obtaining an analytical formula for the optimal control
in particular cases only (e.g. there are no constraints on controls). This results
from the following: determining the function p(vg) in the maximum condition
from the adjoint equation is possible if and only if we know yy which corresponds
to the control vg. These mutual connections make the practical use of the derived
optimization formulas difficult. Therefore we resign from the exact determining
of the optimal control and we use approximation methods.

In the case of performance functionals (6.1), (6.16), with A; > 0 and Ay = 0,
the optimal control problem reduces to minimizing the functional on a closed and
convex subset in a Hilbert space. Then, the optimization problem is equivalent
to a quadratic programming one which can be solved by the use of the well-
known algorithms, e.g. Gilbert’s (1966).

7. Application

ExaMpLE 1 To illustrate the practical applications of the algorithm mentioned
above we shall formulate the following control problem as an example: equation
of the system control (2.1) - (2.4), performance functional (6.1) with A\; = 1 and
)\2 = O, i.e.

2
I(v) = |ly(T) - Zd”H*l(Q) 3 (7.1)

and constraint on controls
Ui = {v € LX(2) : [o(@,t) | pogsy < 1}- (7.2)

We shall define the attainable set Y4
+ At)y(v) + /b(:z:, ty(z,t —h)dh = v in Q,
0
y(I,t/) = (I)O(xvt/)a y(I,O,’U) = yO(x)v y(I,t) =vin Za (S Uad}' (73)

dy(v)

Yad = {y(T? ’U) : at

The following result can be proved.

THEOREM 7.1 The set Yaq ts a closed, convex and a bounded one in the space
Y = H1(Q).
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The proof of this fact is obtained in a similar way as in the case of a parabolic
equation which is given in Malanowski (1974).

The control problem (2.1) - (2.4), (7.1), (7.2) can be considered as the one
of seeking an element yg, more precisely — the corresponding vy, belonging to
a closed, convex and a bounded set Y,4 in a certain Hilbert space, whose dis-
tance from a given element z4 is minimal. Thus, it is a quadratic programming
problem in a Hilbert space.

Now we shall describe a certain iteration procedure for solving the quadratic
programming problem.

Let {Y?,} be a system of closed and convex subsets of the set Y,q. We
denote by y* € Y, an element whose distance from element zq is minimal, i.e.
the following condition is fulfilled:

(1) = 2] = minyey: Iy(T) = zall. (7.4)
By 7" (T) we denote the element such that
<yl(T) — Zd, y(T) - yi+1(T)>H—1(Q) > 07 Vy € Yaa- (75)

The point 5" (T) is a support of the set Y, determined by the hyperplane
M orthogonal to the vector (z4 — y*(T)).

In Malanowski (1974) it is shown that if the system of sets {Y;’;} has the
structure

Yot oyiugtt (7.6)
then the sequence {y'} is strongly convergent to g in the space Y.

The step-by-step algorithms for finding the sequence y; convergent to yg
differ from each other by the construction of the sets Y;, only. The simplest
one of them has been proposed by Gilbert (1966) and applied in Kowalewski
and Duda (1992) for distributed parabolic systems with the Neumann boundary
conditions involving time delays.

Now we describe the method of determining the element 7'*1(T) for the
optimal control problem (2.1) -(2.4), (4.1) and (4.2).

We introduce the following notation:

y(T) =y(Ty), g7 =y(T;v™),  p'=p@"). (7.7)

Here, we introduce the adjoint equation

+ A*(t)p' + /b(:c, t+ h)p(x,t + h;v')dh = 0,
0

ot

(z,t) € Q% (0,T), h € (0,c), (7.8)
p'(z,t) =0 (x,t) € Qx (T, T +¢), (7.9)
p'(2,T) = - M(=A+ 1)y (2, T) — 2zq), x € (7.10)
pl(z,t)=0 2T, te(0,T). (7.11)
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Proceeding in a similar way as in deriving the formula (6.15), the condition (7.5)
is written as

T
%) , ) ,
// P (v—w+1)drdt=< P ,U—w+1> >0  Yo€Uu (712
)i o Ina- L2(%)

Taking into account the form of the set Ugq from the formula (7.12) we get

Op

T+l — ___ Ona- . (7.13)
dp
[

L2(0)

Now, it is easy to notice that there are no mutual connections between the equa-
tion of the system control, the adjoint equation and the maximum condition,
which made impossible the determination of the optimal control, earlier. Hence,
from the formula (7.13) we find out ™! for p* which we determine from (7.8)

- (7.11) knowing y*(T) from previous iteration. Then, having 7°*! we compute

7HY(T) from (2.1) - (2.4).

8. Conclusions

In this paper we have considered the optimal retarded parabolic systems with
the non-homogeneous Dirichlet boundary conditions.

The results presented in the paper can be treated as a generalization of the
results obtained by Kowalewski and Krakowiak (2001) onto the case of retarded
argument appearing in the integral form with h € (0,¢) in the state equations.

The existence and uniqueness of solutions for such retarded parabolic sys-
tems are proved — Theorems 2.1 and 5.1.

Necessary and sufficient conditions of optimality with the quadratic perfor-
mance functionals and constrained control are derived — Theorems 6.2 and 6.3.

A simple example of application is also presented — Example 7.1.

We can also consider boundary control problems for retarded parabolic sys-
tems with the Dirichlet boundary conditions involving retarded arguments given
in the integral form.

The ideas mentioned above will be developed in forthcoming papers.
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