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Abstract— This paper addresses the problem of congestion

control for transmission control protocol (TCP) traffic in the

Internet. The method proposed builds on the ideas of TCP

Vegas, a true feedback control approach to congestion man-

agement of TCP traffic. The new method is based on an adap-

tive linear quadratic Gaussian (LQG) formulation which uses

an extended least squares system identification algorithm com-

bined with optimal LQG control. Simulation experiments in-

dicate that the new technique inherits good equilibrium prop-

erties from TCP Vegas, but has much superior transient re-

sponses which, the paper argues, is important for good dy-

namic congestion control.
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1. Introduction

The role of congestion control in today’s high speed In-

ternet is critical and arguably one of the most essential

aspects of traffic management. A significant component

of network congestion stems from the fact that over the

past two decades there have been no limiting requirements

placed on the entry of users onto the network, whilst a si-

multaneous exponential increase in Internet utilisation has

occurred. The resulting effect is one of high levels of con-

gestion in some parts of the network, providing the impetus

to improve network efficiency and throughput [1].

The end-to-end transmission control protocol (TCP) [2],

designed specifically to avoid and control network conges-

tion, now carries the vast majority (> 90%) of network

traffic making it largely responsible for the stability of the

Internet to date. However TCP in its original inception

is not necessarily well-suited for more current applications.

TCP Reno, the most common TCP variant currently in use,

has proven effective although shows a decrease in efficacy

when multiple packet lossess occur. TCP NewReno, de-

signed specifically to address this issue, is becoming more

widely utilised. TCP Vegas, one of the more recent signif-

icant proposals, is known to result in substantial improve-

ments in throughput of up to 70% [3]. Performance issues

such as fairness has, of late, led to doubt over the suitabil-

ity of deploying Vegas in a shared environment, however

it has recently been demonstrated that the compatibility of

Reno and correctly configured Vegas flows results in an

improvement in overall network performance [4].

Most TCP algorithms consist of two complementary

phases: slow start and congestion avoidance. In slow start

the transmission rate – congestion window (cwnd), is ef-

fectively doubled every round trip time (RTT). Once the

network has been sufficiently saturated with packets from

the source, TCP’s congestion avoidance mechanism is in-

voked. At this point, cwnd is conservatively increased so as

to gently probe the network until congestion occurs. Reno

is what is known as a reactive scheme in that it reacts once

congestion has already occurred. TCP Vegas however, is

a proactive scheme as it monitors the difference between

actual and expected transmission rates and adjusts its cwnd

accordingly. While Vegas does not further attempt to use

any type of model of the relationship between cwnd and the

measured RTTs, it is clear that there is, at least in principle,

the presence of a simple feedback control.

Modelling TCP as a feedback control system has been the

subject of recent work (see for example [5–11]). In [5],

TCP congestion control is modelled by combining the tools

of classical control theory and Smith’s principle. How-

ever co-operation from intermediate network routers is

required, thereby invalidating the implementation of cur-

rent TCP. Other work of note includes the development

of an H ∞ controller for congestion control in commu-

nications networks with a capacity predictor [9]. Control

theoretic approaches have also been applied to the Vegas

mathematical model to address the issues of stability

and fairness [10] although this analysis also violates the

spirit of current TCP by requiring explicit congestion no-

tification from routers on the network, as does the model

of [8]. The delay-based congestion controller of [11] ob-

serves current TCP implementation by using measurements

of cwnd and RTT only. However the model extends only

so far as to the system identification of TCP using a simple

autoregressive exogenous linear system model.

In this paper, we present a proportional control law for TCP

congestion avoidance which we call the linear congestion

controller (LCC). The LCC is designed to relate measure-

ments of cwnd and logarithmically transformed RTTs to

overcome in-built limitations of Vegas whilst possessing the

same qualitative behaviour at equilibrium. As LCC uses

only information readily available at the source, it is an

end-to-end algorithm compliant with today’s Internet. We

design a model suitable for system identification which we

translate to the plant parameters where the plant is the In-

ternet as seen by a given TCP source. Since our model

is originally affine rather than linear, we address this is-

sue and synthesise an appropriate linear quadratic Gaus-

sian (LQG) controller followed with the derivation of the

corresponding predictor algebraic Riccati equations (ARE)

and linear quadratic (LQ) cost function. We are then able to

give the adaptive control design for the on-line implemen-

tation of LCC which we validate via a series of network

simulations.
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The outline of the paper is as follows. In Section 2, we

derive the LCC model for TCP congestion avoidance. In

Section 3, we propose a system model for LCC which is

originally affine rather than linear; a property we correct in

Subsection 3.1 to make the model suitable for LQG design.

We then verify the correctness of the linear model with

the standard Matlab command dh2lqg.m in Section 4.

In Section 5, we give, in detail, the adaptive control design

for the LQG component of LCC. In Section 6, we run

simulations of the on-line behaviour of LCC and Vegas and

compare their respective dynamic performance. Finally, we

give our conclusions in Section 7.

2. Control systems model for TCP

congestion avoidance

For the purposes of designing a congestion controller, we

define the network as being characterised by a set of Q

TCP sources S = {si : i = 1, . . . ,Q} and associated receivers.

Each source si sets its transmission rate by maintaining

a congestion window of length wi and measures the round

trip time ri (RTT) of a packet, where the RTT denotes the

time between the source having sent the packet and the

receipt of an acknowledgement caused by its arrival at the

receiver. For the sake of clarity, we now drop the i subscript

in the following derivation and present a sufficiently generic

methodology applicable at each source.

The TCP Vegas [3] congestion avoidance algorithm has

the update form for congestion window size (in segments)

at synchronous clock time k (with sample period Ts)

given by

w(k +1) = w(k)+















r(k)−1 ε̃(k) > α

−r(k)−1 ε̃(k) < β

0 otherwise,

(1)

where

ε̃(k) = w(k)

(

1

δ
−

1

r(k)

)

(2)

and w(k) is the congestion window at time instant k, r(k)

the current RTT measurement in sample periods, δ the

fixed round trip propagation delay and α, β are throughput

parameters. Specifically, α and β are threshold values set

at the source which serve as estimates for an under-utilised

and over-utilised network, respectively. Here we consider

the simplified case and assume α = β as also considered

in [7].

Thus Eq. (1) becomes

w(k +1) = w(k)+
sign[e(k)]

r(k)
, (3)

where the error signal is given by

e(k) = t −w(k)

(

1−
δ

r(k)

)

. (4)

Here t is the target number of queued segments. The moti-

vation for this form of error signal stems from the desire to

have a specified number of segments queued in the system

in order to rapidly take up any bandwidth which becomes

available. By definition, w(k) is the number of (unacknowl-

edged) segments, and, the term in parentheses in Eq. (4)

is the proportion of those which are queued, rather than

in transit. Thus the error signal e(k) in Eq. (4) describes

a simple feedback control mechanism.

The quantisation imposed on w(k) by the sign() function

in Eq. (3) has been observed to limit the effectiveness of

Vegas [12]. We propose replacing Eq. (3) with the propor-

tional control form

u(k) = K(z) y(k) ,

ε(k) =
t

w(k)

(

1−
δ

r(k)

) , (5)

where u(k) = log w(k), K(z) is a stable, strictly causal

transfer function and

y(k) = log

(

1−
δ

r(k)

)

(6)

is the transformed system output. Setting s = log t and

z(k) = log ε(k) we have the linear congestion controller

u(k) with error term z(k):

u(k) = K(z) y(k) ,

z(k) = s−u(k)− y(k) . (7)

Comparing the Vegas error term e(k) and the quantity z(k)

we observe e(k) = 0 if and only if z(k) = 0, meaning

the equilibrium values of the Vegas controller Eq. (4)

and LCC Eq. (7) are identical. Further, e(k) > 0 (respec-

tively < 0) if and only if z(k) > 0 (respectively < 0), so

the control action results in identical qualitative behaviour.

Thus cwnd is increased when the estimated number of

queued segments is less than the target, and decreased when

the number of segments is greater than the target. The key

difference is that we have removed the quantisation imposed

by the sign() function in Eq. (3) and replaced it with a pro-

portional control. Note that although the Vegas controller

does not use a model of the system (the Internet TCP layer

viewed by a single user), the limitation of the gain imposed

on Eq. (3) by the one-bit quantisation of the error aids in

ensuring the stability of the resulting closed loop system.

In the next section, we shall generalise the control approach

and incorporate a model relating y(k) and u(k).

3. Linear system model and LQG

control

We propose an ARMAX type model relating the output

signal (transformed RTTs) to the input signal (transformed

cwnd), that is y(k), u(k), respectively,

y(k) = G(z) u(k)+H(z) ξ (k) , (8)
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where G(z) is a strictly proper (1 ≤ M ≤ N) stable rational

transfer function:

G(z) =

M

∑
m=1

bm z−m

1+

N

∑
n=1

anz−n

=

M

∑
m=1

bm zN−m

zN +

N

∑
n=1

anzN−n

, (9)

and H(z) is a stable rational transfer function with stable

inverse

H(z) =

1+

P

∑
p=1

dp z−p

1+

P

∑
p=1

cpz−p

=

zP
+

P

∑
p=1

dp zP−p

zP +

P

∑
np1

cpzP−p

. (10)

The signal ξ (k) is a Gaussian white noise process with

unknown mean µ and unit variance representing the un-

measured effect of all background traffic on the (trans-

formed) RTTs as observed by the modelled user.

Writing Eq. (8) in canonical state-space form gives

X(k +1) = A X(k)+B2 u(k)+B1 ξ (k) ,

y(k) = C2 X(k)+D21 ξ (k) , (11)

with error equation

z(k) = s+D12 u(k)+C1 X(k)+D11 ξ (k) , (12)

where D12 = −1, C1 = −C2, and D11 = −σ , and

A =







































−a1 −a2 · · · −aN 0 0 · · · 0

1 0 · · · 0 0 0 · · · 0

0 1 · · · 0 0 0 · · · 0

...
...

...
...

0 · · · 1 0 0 0 · · · 0

0 0 · · · 0 −c1 −c2 · · · −cP

0 0 · · · 0 1 0 · · · 0

0 0 · · · 0 0 1 · · · 0

...
...

...
...

0 0 · · · 0 0 · · · 1 0







































,

B2 =



























1

0

...

0

0

...

0



























, B1 =



























0

0

...

0

σ

...

0



























,

C2 =
[

b1 · · · bM 0 · · · 0 d1 − c1 · · · dP − cP

]

,

and D21 = σ , where σ2 represents the variance of the noise

H(z)ξ (k). We thus have the system in the usual 4 block

form as used by Matlab’s dh2lqg function with D22 = 0.

3.1. Removal of constant values

In the above formulation, we have an affine system rather

than linear because of the presence of the non-zero mean

noise ξ (k) and the set point s which is non-zero in gen-

eral. The standard LQG design procedure assumes that all

signals are zero mean, so that the resulting controller is

linear in nature. Thus we need to modify our model to

meet this requirement and then synthesise an appropriate

affine controller to ensure that the steady state behaviour is

suitable.

Using a symbol ˜ to designate quantities which have had

their constant parts removed, we can write

ξ̃ (k) = ξ (k)−µ,

u(k) = ũ(k)+u∞.

Next we consider the steady-state error signal

z∞ = c− y∞ −u∞ (13)

which must be zero, otherwise we could reduce its mean

square value by subtracting its mean. Thus in implementing

our control, we should subtract y∞ from the measurements

y(k), pass this signal to the designed controller, and then

add u∞ to the controller output before closing the loop.

Fig. 1. Adaptive control model.

This process is illustrated in Fig. 1. The design model

is now

X(k +1) = A X(k)+B2 ũ(k)+B1 ξ̃ (k) ,

ỹ(k) = C2 X(k)+D21 ξ̃ (k) ,

z̃(k) = D12 ũ(k)+C1 X(k)+D11 ξ̃ (k) . (14)

The control design yields the LQG controller K(z) and the

control signal is generated according to

u(k) = u∞ +K(z)(y(k)− y∞) . (15)
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4. Rapprochement with LQG design

tools

To verify the correctness of the Matlab command

dh2lqg.m, we consider the direct design using control and

predictor algebraic Riccati equations (ARE). The LQ part

for zero mean signals (s = 0) yields a control

u(k) = −Kc X̂(k|k−1) ,

where

Kc =
(

BT
2 XB2 +Rc

)

−1 (

BT
2 XA+ST

c

)

.

X is the solution to the ARE

X = AT XA−

(

AT XB2 +Sc

)(

BT
2 XB2 +Rc

)

−1

×

(

BT
2 XA+ST

c

)

+Qc

and the parameters Rc, Sc and Qc are the cost matrices in

the LQ cost function:

J = E
{

X(k)T QcX(k)+2X(k)T Scu(k)+u(k)T Rcu(k)
}

.

(16)

We minimise cost function J = E|z(k)|2, where

J = E
{

X(k)TCT
1 C1X(k)+2X(k)TCT

1 D12u(k)

+u(k)T DT
12D12u(k)

}

. (17)

Thus minimum error variance control is achieved by setting

Qc = CT
1 C1 ,

Sc = CT
1 D12 ,

Rc = DT
12D12. (18)

To incorporate a control penalty, we use Rc = DT
12

D12 + r

for some positive quantity r.

The one-step predictions X̂(k|k − 1) are produced by

a Kalman predictor of the form

X̂(k +1|k) =
(

A−K fC2

)

X̂(k|k−1)+K f y(k)+B2 u(k) ,

(19)

where

K f =
(

AYCT
2 +So

)(

C2XCT
2 +Ro

)

−1
. (20)

Y is the solution to the ARE

Y = AYAT
−

(

AYCT
2 +So

)(

C2XCT
2 +Ro

)

−1

×

(

C2YAT
+ST

o

)

+Qo (21)

and the noise covariance terms are given by

Qo = B1 BT
1 ,

So = B1 DT
21 ,

Ro = D21 DT
21 . (22)

Substituting from Eq. (4) for u(k), we have the state space

description for the LQG controller:

X̂(k +1|k) =
(

A−K fC2 −B2Kc

)

X̂(k|k−1)+K f y(k) ,

u(k) = −Kc X̂(k|k−1) . (23)

It has been verified that the above procedure yields an iden-

tical controller to that produced by dh2lqg.m.

5. Adaptive control design

Suppose we have measurements u(k) and y(k) for the

system in open loop for k ≥ 0, then we desire to iden-

tify the model parameters a1, . . . ,aN , b1, . . . ,bM , c1, . . . ,cP,

d1, . . . ,dP, µ ,σ2 on-line. We firstly address the zero mean

case where s = µ = 0. Also, for purposes which will be-

come clear, we remove the noise scaling term (σ ) from

the model and now assume that the noise process ξ (k) has

variance σ2.

We write the parameter vector θ as

θ = (a1, . . . ,aN ,b1, . . . ,bM,c1, . . . ,cP,d1, . . . ,dP)
T

(24)

and let

φ(k) = (y1(k−1), . . . ,y1(k−N),u(k−1), . . . ,u(k−M)

, y2(k−1), . . . ,y2(k−P),ξ (k−1), . . . ,ξ (k−P))
T
,

where the observations are given by

y(k) = y1(k)+ y2(k)+ξ (k).

Thus we can write

y(k) = φ(k)T θ(k)+ξ (k) . (25)

Since y1 and y2 cannot be measured separately, we use the

extended least-squares (ELS) estimator

φ̂(k|k−1) =

(

ŷ1(k−1|k−1), . . . , ŷ1(k−N|k−N),

u(k−1), . . . ,u(k−M),

ŷ2(k−1|k−1), . . . , ŷ2(k−P|k−P),

ξ̂ (k−1|k−1), . . . , ξ̂ (k−P|k−P)

)T

, (26)

where

ŷ1(k−1|k−1) = C21X̂(k−1|k−1),

ŷ2(k−1|k−1) = C22X̂(k−1|k−1),

ξ̂ (k−1|k−1) = y(k−1)− ŷ1(k−1|k−1)

−ŷ2(k−1|k−1) (27)

and C21 = (b1 · · · bM 0 · · · 0 | 0) and C22 = (0 | d1 −

c1 · · · dP − cP).
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The parameter estimate is updated using the recursive least

squares (RLS) rule:

θ̂(k +1) = θ̂(k)+G(k)−1φ̂(k|k−1)

×

(

y(k)− φ̂(k|k−1)
T θ̂(k)

)

,

G(k +1) = G(k)+ φ̂(k|k−1) φ̂(k|k−1)
T
. (28)

Thus the identification procedure consists of a Kalman fil-

ter (KF) estimating the state X(k) using the current param-

eter estimates as its model, and an RLS algorithm updating

the parameter estimates, using the KF state estimates to

construct the regression vector. Figure 1 shows the struc-

ture of the adaptive controller.

6. Simulation results

We conducted a series of simulations to compare the be-

haviour of LCC Eq. (7) and Vegas (as given by Eqs. (3)

and (4)). Since the models are control laws for congestion

avoidance, we restricted our analysis to this phase of TCP

only. We also made the assumption there were no packet

losses on the network due to either timeout or the presence

of lossy links. Thus having entered congestion avoidance

the TCP controller remained in this phase for the duration

of the simulation.

The network topology is given in Fig. 2 in which there

are two TCP senders and receivers (S1,R1), (S2,R2) and

a third source-sink pair (Sb,Rb) to simulate the aggregate

Fig. 2. TCP simulation structure for the two-sender case.

effect of background traffic on the network, generated ac-

cording to a Poisson distribution. We assumed the presence

of a single bottleneck FIFO queue on the network which we

used to infer the effects of congestion. We set the network

link capacity to 2.5 Mbyte/s and δ = 667 µs−1. The

simulation time was 20 s with a sampling rate of 250 sam-

ples/s and we staggered the starting time of the sender-

receiver pair (S2,R2).

Figures 3, 4 and 5 depict the performance of the two mod-

els in terms of network link utilisation, the number of

times the network queue ran empty and average delay as

seen by the two TCP sources. The congestion window tar-

get values for S1 and S2 were 30 and 80 and the maxi-

mum allowed congestion window was 100. Source S2 com-

menced sending a quarter-way into the simulation, although

it should be noted that the results obtained when starting S2

half- and then three quarter-way into the simulation are

comparable to those given here. For the case where both

sources commenced at the same time, the results of LCC

were superior to those of Vegas.

Fig. 3. Network link utilisation of LCC (–) and Vegas (- -).

Background traffic loadings are 30, 70 and 90%.

Fig. 4. The number of times the network queue ran empty when

running LCC (–) and Vegas (- -). Background traffic loadings are

30, 70 and 90%.

From Figs. 3 and 4 it can be seen that apart from the case

of low background traffic (30%), LCC makes better use

of the network resources than Vegas. This is particularly

true on a more congested network with background traffic
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Fig. 5. Average network delay as seen by the two sources when

running LCC (–) and Vegas (- -). Background traffic loadings are

30, 70 and 90%.

at 70% and 90%, in which case LCC better utilises the net-

work resources while at the same time reducing the average

delay experienced by each of the TCP sources. Moreover,

from a snapshot of the congestion window in Figs. 6 and 7

Fig. 6. A close up of the dynamic behaviour of the network

measured by the response of the congestion window to S2 joining

the network. The results are for LCC (–) and Vegas (- -) with

background traffic at 30%.

as well as the full set of results in Fig. 8, the dynamic

behaviour of LCC is more stable than that of Vegas, irre-

spective of the level of background traffic. In particular,

LCC responds more quickly than Vegas to (S2,R2) entering

the network and becomes relatively stable quite rapidly.

In contrast, Vegas takes longer to respond after which

time the congestion window oscillates for the remainder

of the simulation. This behaviour worsens when the net-

work is more heavily loaded (Fig. 8) in which case the

quality of S1’s congestion window is severely compromised.

Note also the corresponding controller error as shown

in Fig. 9. It can be easily seen that while the S2 Ve-

gas error eventually stabilises to zero, the S1 Vegas er-

ror is destabilised after S2 enters the network and contin-

ues to oscillate. The LCC controller error rapidly stabilises

to zero.

Fig. 7. A close up of the dynamic behaviour of the network

measured by the response of the congestion window to S2 joining

the network. The results are for LCC (–) and Vegas (- -) with

background traffic at 70%.

Fig. 8. Dynamic behaviour of the network measured by the

response of the congestion window to S2 joining the network.

The results are for LCC (–) and Vegas (- -) with background

traffic at 90%.

A secondary issue of importance is that of fairness in the

allocation of network resources to the two TCP sources.
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Fig. 9. The controller error of LCC (–) and Vegas (- -). The

individual source errors for Vegas are as marked. Background

traffic is at 90%.

Fig. 10. Absolute difference of throughput experienced by TCP

sources S1 and S2. The results of LCC are denoted by an aster-

isk (∗) and those of Vegas by a square (�). The starting times

of S2 are staggered at each level of background traffic with starts

at the same time and then quarter-, half- and three quarter-way

through the simulation.

In order to determine the fairness of LCC and Vegas, we

set identical target values for sources S1 and S2 and stag-

gered S2’s starting times as before, as well as altering net-

work traffic levels. We then computed the absolute differ-

ence of the average dynamic throughput of each source, for

each controller. The results, given in Fig. 10, show that

LCC and Vegas almost entirely identically allocated net-

work resources to both TCP sources S1 and S2, which is

as expected since it was shown in Section 2 that LCC and

Vegas will have the same equilibrium value.

7. Conclusion

In this paper we have described a linear congestion con-

troller for TCP. The proposed controller is based on an

adaptive LQG design with extended least squares system

identification. A novel transformation of the TCP conges-

tion window size (the control signal) and measured segment

round-trip times, was proposed together with an ARMAX

type model of the transformed signals. The proposed sys-

tem design has the same equilibrium behaviour as TCP

Vegas, which has been shown to be an improvement over

current TCP variants. The proposed controller offers sub-

stantially better transient behaviour than TCP Vegas, which

we argue is an important factor in practice as there are

always TCP users joining and departing the system (Inter-

net) on many different time scales. We have used a bot-

tleneck network queue model to simulate the behaviour of

our controller compared to TCP Vegas. Improved transient

properties were observed.

In future work we remove the explicit ARMAX model and

instead apply modern subspace based LQG approaches.

Initial results encourage the use of the subspace-based

equivalent [13]. We also present NS-2 based network sim-

ulations assuming a fully functioning network in which

the simulation is not restricted to the congestion avoidance

phase only while also allowing for packet loss. These re-

sults will provide a more realistic characterisation of the

performance of the new method.
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