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Abstract— The use of visual content in applications of the

digital computer has increased dramatically with the advent

of the Internet and world wide web. Image coding standards

such as JPEG 2000 have been developed to provide scalable

and progressive compression of imagery. Advances in image

and video analysis are also making human-computer interac-

tion multi-modal rather than through the use of a keyboard

or mouse. An eye tracker is an example input device that

can be used by an application that displays visual content to

adapt to the viewer. Many features are required of the for-

mat to facilitate this adaptation, and some are already part

of image coding standards such as JPEG 2000. This paper

presents a system incorporating the use of eye tracking and

JPEG 2000, called Gaze-J2K, to allow a customised encoding

of an image by using a user’s gaze pattern. The gaze pattern

is used to automatically determine and assign importance to

fixated regions in an image, and subsequently constrain the

encoding of the image to these regions.

Keywords— eye tracking, image compression, importance map,

JPEG 2000, region of interest.

1. Introduction

The use of visual content in applications of the digital

computer, such as the Internet and world wide web, has

increased dramatically in recent years. Image compression

standards such as JPEG 2000 [1, 2] have been developed

to provide scalable and progressive compression, and thus

images can be displayed with varying resolution and qual-

ity depending on the bandwidth, memory and time avail-

able. Applications such as electronic commerce have be-

come a reality, allowing merchandise in e-commerce to be

displayed as images.

Advances in image and video analysis are also mak-

ing human-computer interaction multi-modal, rather than

through the use of a keyboard or mouse. New sensors and

input devices such as the eye tracker have emerged. An eye

tracker can locate on the monitor screen where a user is

looking. Recent advancements in eye tracking technology,

specifically the availability of cheaper, faster, accurate and

user-friendly trackers, have inspired new research into eye

movements and gaze patterns. Eye trackers are no longer

intrusive or require cumbersome headgear to be worn.

Eye tracking can be used by an application that requires the

display and adaptation of visual content to the viewer, pro-

vided the format in which the image is represented (coded)

and reconstructed (decoded and displayed), and the envi-

ronment (operating system extensions) in which the format

is utilised can support such adaptation. Many features are

required of the format to facilitate this and some are al-

ready a part of image coding standards such as JPEG 2000.

Images can be encoded and decoded in JPEG 2000 with

scalable resolution and quality in a progressively increas-

ing manner, and regions of interest (ROI) can be se-

lected in images and used to encode/decode the image in

a non-uniform manner. This paper presents a system, called

Gaze-J2K, which uses eye trackers and JPEG 2000 to al-

low an image author (i.e., user at the encoder) to use

their gaze to automatically determine and assign impor-

tance to fixated regions in an image, and subsequently con-

strain the encoding of an image to these regions. This al-

lows the user to receive the image as desired by the im-

age author. This is very useful for the Internet and world

wide web for applications such as merchandising, where

faster interpretation of image contents would imply the

faster rejection of unwanted images and hence improve

user productivity.

2. Gaze-J2K system overview

The Gaze-J2K system incorporates a multi-modal interac-

tion device provided by an eye tracker to allow an image

author to influence and direct the encoding of an image to

particular objects or ROIs in an image using JPEG 2000.

The system comprises of three stages of operation as shown

in Fig. 1, namely, gaze point collection, gaze point anal-

ysis and ROI prioritised JPEG 2000 image coding. Here

the gaze point collection stage records information on the

location and sequence of regions in an image followed

by the image author. The structure of the spatial and

temporal characteristics of the gaze pattern can then be

used as parameters and analysed to generate ROIs and

its measure of importance. These ROIs and importance

scores define a ROI “importance” map, which can be in-

put to a JPEG 2000 ROI encoder to prioritise the image

code-stream according to the importance map specification.

A client at the decoding end can receive the image progres-

sively with the default ROIs, which were considered impor-

tant by the image author, reconstructing faster than other

regions in the image. Each stage of operation is described

in further detail in the following sections.
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Fig. 1. Gaze-J2K system block diagram.

3. Gaze point collection

The goal of gaze or eye tracking is to determine the gaze

point on the field of view where a user is looking. The

device used to record eye movements was an EyeTech

video-based corneal reflection eye tracker [3]. Infrared

lights were mounted on both sides of a computer moni-

tor to illuminate the eye and provide reference points for

the eye tracker. The method of operation relies on fo-

cusing and tracking the infrared reflections from a user’s

Fig. 2. Example eye tracker gaze data output (extract).

eye using an image sensing camera mounted in front of

the monitor screen. By analysing the position of the in-

frared light reflections and the center of the pupil con-

tained in the image captured, the gaze point can be deter-

mined. The gaze-tracker can operate at 15 to 30 frames

per second (fps) and records the position and time of

gaze. The system was setup so that gaze data collec-

tion can be conducted on an image and screen resolution

of 1024×768 pixels.

An example extract of a recorded gaze data output by the

eye tracker at 15 fps is shown in Fig. 2. The first line

of the recorded gaze data shows how many samples were

recorded. Each line thereafter contains information for one

gaze point, which details the sample number, x-position

(pixels), y-position (pixels), time from start (ms), and time

from last sample (ms). The position and time information

provided by the gaze data provides a couple of parameters

that can be used to analyse the gaze pattern and determine,

if any, ROIs fixated by the viewer.

A collection of gaze data were obtained from 13 subjects, of

which 11 were naive to the purpose of the study. Six colour

images (boat, cow, horse, paddock, rockclimb, and yacht),

each with at least one primary object of interest clustered

in a scenic background as shown in Fig. 3 (in this edition

black-white), were displayed on the computer monitor, and

each subject was told to locate and examine the objects in

the image. For each image, the task was repeated three

times for a duration of 15 seconds each. The eye tracker

sample rate was set to 20 fps.

A few problems can occur at this stage of the Gaze-J2K

process due to the eye tracker failing to track the infrared

reflections or the pupil of the eye. As a result, the number

of gaze points recorded by the eye tracker can be consid-

erably less than normal. Drifts in the location of the gaze

points cause by the tracking of the infrared reflections can

also correspondingly produce an offset relative to the ac-

tual location fixated. If this offset is large enough, then

subsequent stages of Gaze-J2K will generate a ROI map

that will not correspond to the ROI. Minor drifts, however,

will not adversely affect the results.

A culling process was performed to discard gaze data sets

that were found to be unsuitable for further processing.

A total of 229 out of the 234 gaze patterns were retained

for the testing of subsequent stages of Gaze-J2K. These

discarded gaze data sets were mainly due to the eye tracker

failing to locate the viewer’s location of fixation for the vast

majority of the viewing duration.
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Fig. 3. Gaze-J2K colour test images (1024× 768, 24 bpp): (a) “beach”; (b) “cow”; (c) “horse”; (d) “paddock”; (e) “rockclimb”;

(f) “yacht”.

4. Gaze point analysis

The purpose of gaze point analysis is to analyse a viewer’s

gaze pattern to determine ROIs fixated by the viewer. This

procedure reduces the spatial characteristics of the gaze

pattern to a limited subset of clusters that would represent

ROI candidates. The choice of clustering technique is influ-

enced by a number of factors such as whether the probabil-

ity densities of the data are known or can be modelled, and

the size of the data set. Since the number of gaze location

points are limited and its spatial distribution is unknown, an

unsupervised clustering technique, such as K-means, was

used. In addition to the clustering procedure, a means to

determine the importance of the ROI candidates was also

investigated. The following subsections detail the develop-

ment of the ROI clustering and ROI mapping stages.

4.1. ROI clustering

The ROI clustering involves the partitioning of gaze points

into mutually exclusive clusters such that the loci of the

points belonging to the clusters represent ROI candidates

for the particular gaze pattern. Here, a K-means cluster-

ing method is used to assign data to one of K clusters

using the distance from the means of these clusters. A data

vector is assigned to the nearest cluster mean. After all

data vectors are classified, the means are updated using the

sample means of the data vectors assigned to that cluster.

The process is iterated until convergence (i.e., the means

do not change significantly when compared against a pre-

cision threshold). The result is a set of clusters that are

as compact and well-separated as possible. The K initial

values for the cluster means were chosen randomly from

the data set. These initial values can cause K-means to

converge to a local minima, where the total sum of dis-

tances are a minimum, from which a better solution may

exist. To avoid this, K-means was repeated a number of

times and if different local minimums exists then the case

with the lowest total sum of distances, over all repetitions,

was returned.

The value K can be arbitrarily chosen based on examination

of the gaze tracking data, or simply by increasing the num-

ber of clusters to see if K-means can find a better grouping

of the data. One method to automatically determine K is to

determine how well-separated the resulting clusters are and

choose a K which gives maximum separation. A silhou-

ette score can be used to measure how close each point in

one cluster is to points in neighbouring clusters. This mea-

sure ranges from +1, indicating that the points are very

distant from neighbouring clusters, through to 0, indicat-

ing points that are not distinctly in one cluster or another,

to −1, indicating points that are probably assigned to the

wrong cluster. The average of the silhouette scores for each

K can be used as a quantitative measure to compare differ-

ent K’s. In this paper, K-means was repeatedly performed

by increasing K by 1 at each stage until the silhouette score

for the grouping of data for K + 1 is less than that for K.

In such a case, K would give a maximum silhouette score
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Fig. 4. An illustrated example of the ROI clustering and mapping process: (a) gaze locations (circles) recorded by an eye tracker;

(b) output of K-means clustering process showing cluster loci of ROI candidates (ellipses); (c) set of ROI cluster candidates after merging

of close clusters; (d) final ROI importance map output after culling of “unimportant” clusters; (e) importance scores using the visit

weighted (cluster count)2 metric for the clusters shown in Fig. 4c.

and the data vectors and mean of the clusters that corre-

spond to K would represent the “best” grouping of the data.

In some cases, several clusters may be close together and

a procedure is required to merge the two clusters. The rule

used to merge was if any two cluster means fall within

a distance threshold of 10% of the average of the image

dimensions, then the two clusters would merge into one.

The merging process would often merge multiple clusters

belonging to the same object into a single cluster. The

number of clusters, K, and the cluster mean are updated as

the clusters are merged.

The cluster means and covariances of the data vectors that

were assigned to the clusters were used to generate ellipses

to represent the loci of ROI candidates. The major and

minor radial components of the ellipses were chosen to

be 2.58 standard deviations in each direction. In such a case,

if the cluster’s spatial distribution was Gaussian, then this

will represent approximately 99% of data points belonging

to the cluster. The total ROI size (area bounded by all the

ellipses) was also restricted to less than 25% of the image

space. This is to ensure that during the encoding process,

the reconstructed quality of ROIs more than compensates

for the overhead in encoding the ROI [4]. If the ROI area

did not satisfy this condition, then the process was repeated

using K = K +1.

An illustrated example of the ROI clustering process using

the “beach” image is shown in Fig. 4. The “beach” im-
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age contains a number of objects of interest that a viewer

may gaze upon, namely the windsurfer and perhaps the

boat and people swimming (towards the right hand side

of the image). For a particular viewer, the location of gaze

points recorded by the eye tracker are shown in Fig. 4a. The

plot does not contain any information about the sequence

these points were viewed in. Figure 4b shows the grouping

of data output by the clustering process described above.

In the case shown, the number of clusters that resulted in

a maximum silhouette score was K = 8. Finally, as shown

in Fig. 4c, the set of clusters was refined by merging clus-

ters whose geometric means were close together. In the

example shown, cluster 2 was merged with cluster 7 and

the new cluster mean and loci were recomputed.

The quality of the ROI clustering results is very dependent

on the gaze data being clustered. If the ROI in an im-

age is large, such as those in the “rockclimb” and “yacht”

image, then multiple clusters may result for the single ob-

ject. There were also cases where viewers only fixated on

a particular region of a ROI, such as the head of the cow,

which meant that the clustering procedure will not pro-

duce a ROI loci which would encompass the whole object.

Other problems that may exist is that some gaze points not

belonging to the ROI may be included in the ROI cluster

simply because the gaze point was closer to the ROI cluster

than any other clusters. These problems can be overcome

by improving the clustering algorithm to reduce the sensi-

tivity of “outlier” gaze points and/or by having viewers get

more experience with the eye tracker hardware and be more

aware of the purpose of the task required for the application

at hand. Since most viewers were naive to the purpose of

the gaze tracking experiment, a diversity in range of gaze

patterns resulted.

4.2. ROI mapping

Given that the ROI clustering procedure outputs K candi-

date ROIs, a ROI mapping procedure is required to assign

an importance measure or score to each ROI. This impor-

tance score can be interpreted as the degree of importance

of the ROI relative to other regions in an image. Regions

with a high importance score represents regions of high

importance, which should be retained and prioritised by

the encoder with higher priority than regions with a low

importance score, which are to be removed and prioritised

along with the image background.

It is conjectured that the fixation-saccade sequence pro-

vided by the gaze patterns would reveal underlying visual

attentional processes that can be used to develop an im-

portance metric. Several factors have been previously con-

sidered such as cluster count, distance, variance, area, and

revisit count, and were combined using an entropy weight-

ing procedure to weight each factor accordingly [5]. The

ROI mapping procedure was found to be sound for the gaze

data and particular test image. Here, such a complex metric

may not be appropriate to model an importance metric that

would suit all viewers and gaze patterns.

In this paper, a subset of factors which are intuitive from

the gaze pattern sequences are studied. This includes the

count or duration of gaze points belonging to a cluster and

it’s sequential behaviour in terms of the number of visits

and revisits to a given cluster. These factors provide several

possible derivations for an importance metric. The impor-

tance measures investigated in this paper are cluster count,

(cluster count)2 and visit weighted (cluster count)2.

The cluster count measures the number of gaze points that

belong to a given cluster. This factor is analogous to the

duration of gaze within the cluster, since uniform gaze sam-

pling was recorded. This factor represents the total time

spent viewing/gazing at that region. The cluster’s count

was mapped to a range 0 to 1 by dividing the measures

by its sum. The mapped range indicates a cluster’s relative

importance for the given metric.

To determine whether or not a cluster is classified as a ROI

or not, a threshold of 0.15 was applied to the measures.

A cluster importance measure greater than 0.15 would be

retained and considered as an ROI, else the clusters would

be considered as part of the background for ROI coding

purposes. The threshold was chosen such that the num-

ber of clusters classified as a ROI, in general, would be

slightly larger than the number of “actual” ROIs. This

would minimise the number of ROIs that would be mis-

classified, while taking into account the fact that each ROI

may contain a number of clusters.

The performance of the metric was evaluated in terms of

ROI misses and ROI false alarms. ROI misses are those

cases where the ROI mapping algorithm did not pick up

a primary object of interest in an image as an ROI, while

a ROI false alarm is the case where the algorithm con-

sidered a cluster as a ROI when it contains no object of

interest. Because of the varied range in objects fixated by

a viewer and the number of objects that may exist in an

image, an “intuitive” rule-based ROI definition was formu-

lated to define the ROI. The following rule-based definitions

were used:

• “Beach” image – ROI must contain the windsurfer.

The boat and people swimming on the right of the

image were not considered as ROI false alarms.

• “Cow” image – ROI must contain the cow.

• “Horse” image – ROI must contain the horse.

• “Paddock” image – ROI must contain the horse in

the foreground. The horses in the background and

the barn are not ROI false alarms.

• “Rockclimb” image – ROI must contain the upper

body of the rock climber. The rock climber’s lower

body were not considered to be a ROI false alarm.

• “Yacht” image – ROI must contain at least the centre

of the yacht. Other parts of the yacht were not ROI

false alarms.

With the above ROI definition, the cluster count metric con-

tained 20 ROI misses and 48 ROI false alarms. The square
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of the number of cluster gaze points, (cluster count)2,

was found to be a more useful metric as it emphasises

regions with a high cluster count and penalises those with

a small cluster count. This resulted in a much improved

ROI performance with 13 ROI misses and 41 ROI false

alarms.

Furthermore, it was hypothesised that by making use of

the number of visits (or revisits) to a given cluster during

the course of viewing would provide additional information

to determine the cluster’s importance. The more visits to

a given cluster, the more important the cluster should be.

The visit weighted (cluster count)2 metric is given by the

square of the number of cluster gaze points multiplied by n,

where n is the number of visits to the cluster under consid-

eration. To stop those clusters with a high number of visits

from having a dominant effect on the cluster importance,

the visit weight was capped at 3. This value was chosen

since clusters with a number of visits greater than 3 were

statistically unreliable with on average less than 1 cluster

per gaze pattern with a number of visit greater than 3.

Table 1 shows the performance in terms of ROI misses and

ROI false alarms for the three ROI mapping methods. It

can be seen that visit weighted (cluster count)2 improves the

ROI performance even further by reducing the ROI misses

to 7, while only marginally increasing the number of ROI

false alarms.

Table 1

The ROI misses and ROI false alarm results for three ROI

mapping metrics ∗

Importance metric
Number of ROI

misses

Number of ROI

false alarms

Cluster count 20 (8.7%) 48 (21.0%)

(Cluster count)2 13 (5.7%) 41 (17.9%)

Visit weighted

(cluster count)2
7 (3.1%) 45 (19.7%)

∗ Values in parentheses are percentages of the total number

of gaze data.

It should be noted that the majority of ROI misses and ROI

false alarms are contributed by only a few viewers. Table 2

provides an indication of the distribution of ROI misses and

ROI false alarms across the viewers for the visit weighted

(cluster count)2 metric. Notice that only two viewers con-

tributed to the ROI misses, while a varying amount of ROI

false alarms were contributed by different viewers. The

large number of ROI false alarms indicates that viewers

have their own viewing preferences and fixated on other

regions in addition to the defined ROIs. As suggested ear-

lier, the ROI performances can be improved if the viewers

had more experience with the eye tracker and were more

informed of the purpose of the task that was required.

The importance scores using the visit weighted (cluster

count)2 metric for the illustrated example shown in Fig. 4c

is tabulated in Fig. 4d. The cluster importance scores

that are in bold font represents those clusters retained as

an ROI (i.e., importance score > 0.15). Note that only the

windsurfer and the boat are retained as ROIs and represents

the objects of interest found important for the particular

viewer. The degree of importance is represented by the

value of the importance score.

The duration and order of the cluster visits were also con-

sidered but the results did not provide an improved ROI

performance over the visit weighted (cluster count)2 case.

Viewer’s gaze patterns were too varied and these measures

did not apply globally across all gaze data sets. If the un-

derlying visual attentional processes of each viewer can be

known, improved performances can be gained.

5. JPEG 2000 ROI image coding

The coding/decoding of images may be influenced to en-

hance the image quality in ROIs. JPEG 2000 provides

several ROI coding mechanisms which can prioritise pre-

defined ROIs, such as the max-shift [1, 2] and implicit [2]

ROI coding methods. The problem with these methods

are that implementations, such as that in [6], treat all ROIs

with the same degree of importance and thus all pre-defined

ROIs will be emphasised and prioritised with the same

level of priority regardless of their degree of importance.

To overcome this, an importance prioritised JPEG 2000

(IMP-J2K) image coder [7, 8] was developed to extend the

concept of the Implicit method to incorporate an impor-

tance map to quantitatively model multiple ROIs and vari-

able ROI importance scores. With IMP-J2K, the ROI was

emphasised by weighting the mean square error (MSE) dis-

tortion measure of a block of coefficients by the square of

its importance score. The reconstruction of the ROIs are

bounded by the extent of these blocks. This is advanta-

geous for the ROIs generated from the clustering process,

since the ROIs may not fully encompass the objects in the

image.

The ROI cluster loci and importance measures as gener-

ated by the ROI mapping stage can be input to IMP-J2K

for ROI encoding, with an additional background impor-

tance parameter of, say, 0.01. Figure 5 shows an example

of reconstructed images as the ROI encoded image is pro-

gressively (or incrementally) transmitted and received by

the recipient for the illustrated example in Fig. 4. Note that

only cluster 2 and 8 (in Fig. 4) were prioritised and em-

phasised during the encoding process. The ROIs, especially

the windsurfer, can be observed to be reconstructed with

better quality and at a higher resolution than the rest of the

image, especially during the earlier stages of transmission

when only a part of the code-stream has been received.

However, when the entire code-stream has been received,

the lossless (or near lossless) representation of the image is

possible. The gaze-influenced selective coding of parts of

an image provides a user of the image to receive the image

as desired by the image author.
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Table 2

The ROI misses and ROI false alarms contributed by viewers for the visit weighted (cluster count)2 ROI mapping metric

Viewer 1 2 3 4 5 6 7 8 9 10 11 12 13 Total

Number of ROI misses 0 0 0 0 0 0 0 0 0 0 2 0 5 7

Number of ROI false alarms 0 1 1 8 6 1 0 3 4 0 4 7 10 45

Fig. 5. Progressive decoding of a ROI prioritised code-stream at: (a) 0.0625; (b) 0.125; (c) 0.25; (d) 0.5; (e) 1.0; (f) 2.0 bits per

pixel (bpp) for the beach image example in Fig. 4. The ROIs improve most rapidly at reduced bit-rates, while the visually lossless

(or near-lossless) reconstruction of the image as a whole is possible at higher bit-rates.
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6. Conclusions

This paper has presented a system, called Gaze-J2K, which

uses a combination of eye tracking and JPEG 2000 image

coding, to allow an image author to customise the encoding

of an image for users of an application. The system collects

spatial and temporal gaze information from a viewer, uses

the gaze pattern to automatically locate and assign impor-

tance to a representative subset of ROIs, and subsequently

encode these regions with higher priority. Experimental re-

sults show that the accuracy of determining ROIs can be as

high as 97% and can be further improved for experienced

viewers. The system can be used in various applications

such as the Internet and world wide web, which require the

display of visual content to adapt to the end user.
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