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Abstract

Two numerical simulations of extreme (flash) flood propagation in an urban area are
presented. The simulations are performed to recognize some specific features of flow
in a built-up area. As the mathematical model of free surface unsteady water flow the
shallow water equations are assumed. In order to solve the equations, a numerical
scheme based on finite volume method is applied. For approximation of mass and
momentum fluxes the Roe method is used. The calculations are examined against the
experimental data. The measured variations of water depth at some control points
of flooded area are available due to physical modelling. The experiments of model
city flooding events were carried out at the hydraulic laboratory of ENEL-CESI in
Milan (Italy) in a framework of EC IMPACT project. The aim of these experiments
was to simulate a flood in the area where a building group representing a simplified
city configuration was introduced.
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1. Introduction

As the name implies, flash floods are sudden, extreme, rapid and often unpre-
dictable flooding events which can occur with little or no warning and reach full
peak in a short time. Extreme flooding in an urban area can be the result of
natural events, like heavy rains for instance, or can be caused by failures of flood
defence structures, such as dams, weirs, sluices or flood embankments. Although
floods in built-up areas are relatively rare, they are much more devastating than
in any other areas. Moreover, they can pose a significant threat to human life.
Considering this, it seems that numerical simulations of flash flood events can play
an essential role in urban hydrology. Mathematical modelling of flow in built-up
areas seems to be the main tool for assessment and reduction of risks from ex-
treme flooding. Simulations of flood events are necessary to better protect cities
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and increase public safety. They can be used to develop emergency plans, control
development within potential flood zones or even to determine insurance premi-
ums for some properties. Information about potential flood must contain such
data as:

ž time of arrival of the flood wave at some characteristic points of the city,

ž extreme water levels in flooded area,

ž duration and range of the flooding,

ž water depth and velocities in the flood zone.

The flash flow in an urban area is usually rapidly varied and often supercritical.
In addition, flow in a city has some specific features like interaction with buildings
and other structures and significant variation of flow profile. Moreover, flow dis-
continuities like hydraulic jumps can occur due to wave reflections against walls
or abrupt changes of city topography. Considering all these features it is clear that
transcritical flow with discontinuities must be modelled to simulate the extreme
flooding in a built-up area. Regarding complexity of city structure, simulations of
flow in two dimensions (at least) in a horizontal plane, are indispensable.

Methods for modelling flash floods in urban areas are rather limited. How-
ever, satisfactory results of modelling of dam-break flows in natural valleys based
on shallow water equations (SWE) (Morris 2000, Szydłowski 2003) make this
mathematical model a promising candidate to describe the urban flow also. In
order to asses if the SWE model is an adequate representation of urban flood
wave propagation process or not, it must be validated. Extreme flooding events
are usually of a catastrophic nature and are insufficiently documented, thus the
results of numerical simulations are difficult to verify using field data. However,
computations can be examined against results of laboratory experiments. The
simulations presented here concern flash flow through a regular built-up model
city. This problem was investigated at the hydraulic laboratory of ENEL–CESI in
Milan (Italy) and used as a test case in the framework of EC IMPACT project
(No. EVG1-CT2001-00037).

2. Governing Equations and Solution Method

Shallow water equations – known as 2D dynamic wave model – can be obtained
from the Navier Stokes equations using a depth averaging procedure (Szymkiewicz
2000). Therefore, SWE are not a true mathematical representation of the free sur-
face water flow. For equations derivation it is assumed that vertical velocities can
be neglected, which means that vertical accelerations are equal to zero, pressure
field is hydrostatic, bottom slope is small and bottom friction can be approximated
as in steady flow conditions. Considering the urban flow characteristic features it
is obvious that this kind of flow implies the movement of water in a vertical
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direction, thus, in general, SWE assumptions are not satisfied for this 3D rapidly
varied flow and the model seems to be a poor representation of a real phenomena.
However, most mathematical models of flood propagation are based on SWE.

The system of SWE in conservative form can be written as (Abbott 1979)
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In this system of equations h represents water depth, u and v are the
depth-averaged components of velocity in x and y directions, respectively, S0x

and S0y denote the bed slope terms, Sf x and Sf y are the bottom friction terms
defined by the Manning formula and g is the acceleration due to gravity. Equation
(1) can be written in another form
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where, assuming unit vector n=(nx ; ny /T , vector F is defined as Fn=Enx+Gny .
In order to integrate the SWE in space using the finite volume method, the
calculation domain is discretized into a set of triangular cells (Fig. 1).

After integration and substitution of integrals by corresponding sums, equation
(3) can be rewritten as
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where Fr is the numerical (computed at r th cell-interface) flux and 1Lr represents
the cell-interface length. Sr and 1Ar are the components of source terms and area
of cell i assigned to r th cell-interface.

Fig. 1. FVM discretization of calculation domain

In order to calculate the fluxes Fr , the Roe (1981), scheme is used. Detailed
description of the method is available in the literature (Glaister 1993, Toro 1997,
Szydłowski 2001a, 2003) therefore it is omitted here. The source term vector
S contains two sorts of elements, which depend on bottom and friction slopes,
respectively. Both of them pose numerical integration difficulties. In order to
ensure the proper bottom slope approximation this term is up-winded in the
same way as fluxes F (Bermudez and Vazquez 1994). The second source term,
friction, is inconvenient when flow of great velocity and small depth is present.
In order to avoid the numerical integration problem the splitting technique with
respect to physical processes is applied. The numerical algorithm is completed
using a two-step explicit scheme of finite difference method for SWE integration in
time. This scheme is of second-order accuracy in time and its stability is restricted
by Courant number. For 2D shallow water equations the stability condition can
be written as (Potter 1977)
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where subscript i denotes given cell and dr represents the distances between centre
points of the cell i and its neighbouring volumes.

3. Experimental Investigation of City Flooding

In order to carry out the experiments on city flooding, the physical model of Toce
valley was adapted. Originally, the model – built at the hydraulic laboratory of
ENEL-CESI in Milan, Italy – was used to investigate dam-break flows in natural
valleys (Testa 1999). A 5 km reach of the Toce river was reproduced as a 1 : 100
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scale model. The model – 50 m long and 11 m wide – was built in concrete and
reproduced the riverbed, floodplain and some details of the valley geometry like
bridges and buildings. The geometry of the model was defined as a digital terrain
model. The Manning friction coefficient was estimated for steady flow conditions
as n D 0:0162 m�1=3s. The water depth laboratory measurements were used as data
sets for validation of some mathematical models in a framework of EC CADAM
project (Morris 2000). The results of physical modelling of dam-break flows in
Toce river valley were also presented and discussed by Szydłowski (2001b, 2003).

In order to investigate the extreme flooding in a built-up area, the model of
the city has been located at the upstream part of the original valley model about
4 m downstream the inflow section. In general, only a 6 m long area (containing
building models) close to the upstream end of the Toce model was considered
during physical and mathematical modelling. In order to simplify the flow structure
the ‘urban area’ was separated from the valley margins by two masonry walls
placed parallel to the model main axis. Other features of the physical model have
remained the same as originally.

The models of houses were built as concrete cubes with 0.15 m side. Two con-
figurations of building layout were investigated during physical modelling – aligned
and staggered. In the former (case a) buildings are placed in rows approximately
parallel to the main axis of the valley forming a grid configuration (Fig. 2a). In the
latter (case b), cubes representing houses are arranged in a checker board config-
uration (Fig. 2b). In order to measure the depth variation during the experiment
the control points (P3–P10) have been placed upstream, among and downstream
of the buildings (Fig. 2a, b).

Initially there is no water in the whole model. The flash flooding of the sim-
plified urban area is achieved using a pump system by suddenly rising water level
in a feed tank connected to the upstream part of the model. The extreme flood
hydrograph, recorded as inflow discharge – common for two test cases presented
in this paper – is shown in Figure 3. In order to define the boundary condition at
the inflow section, the measurements of depth variation at points P1 and P2 were
also used. During the experiments the flow through the inlet section is subcrit-
ical. At the downstream end of the model city the outflow is sub- or supercritical,
depending on actual flow conditions.

4. Numerical Simulations and Discussion of the Results

In order to simulate the city flooding experiments for aligned and staggered build-
ing configuration, the calculation domain is covered by unstructured triangular
mesh composed of 5559 and 5185 computational cells, respectively in case (a)
and (b), Fig. 4a, b.

The mesh used in each simulation is locally refined in an urban area between
buildings to better represent the complex structure of the city. Therefore, the
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Fig. 2. Geometry of flow area for a) aligned and b) staggered building configuration

Fig. 3. Flooding hydrograph recorded at inflow section of the model: discharge (+) and depth (–)
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Fig. 4. Numerical mesh for a) aligned and b) staggered building configuration

length of sides of computational cells (elements) around each building is equal to
0.04 m, increasing to 0.08 m near the boundaries of flow area.

Initially the whole domain is covered by a thin water film (0.0001 m) simu-
lating the dry bottom of the flow area. The boundary conditions are imposed in
accordance with the experiment. At the inflow section the velocities in the normal
direction to the boundary are imposed. At the outflow boundary the free out-
flow condition is imposed. The same boundary conditions are assumed for both
simulations. Calculations are carried out with time step 1t D 0:01 s, ensuring the
calculation stability. The simulation time is equal to 60 s.

The flash flow in an urban area can be analysed using results of numerical
simulations presented in Figure 5. As can be seen, the front of the flood wave
reaches and crosses the first row of buildings after about 11 seconds simulation
(Fig. 5a). Until this moment the flow is the same both in case (a) of aligned
buildings and (b) – for staggered configuration. After reaching the urban area,
the water level swelling and decrease of velocity can be observed upstream the first
row of buildings. There the flash wave reflects against the first row of buildings
(area of sudden reduction of flow section) resulting in the formation of a hydraulic
jump moving upstream which is similar in cases (a) and (b).

The significant difference in structure of flow for two analysed building con-
figurations can be observed in the centre of the city. If the buildings are arranged
in a grid (case a), forming a system of perpendicular channels (streets) the flow
suddenly accelerates along longitudinal streets (Fig. 5b). At the downstream side
of each building a re-circulation zone with a great gradient of water surface can
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Fig. 5. Computed contours of water depth and velocity fields for aligned building configuration
after a) 11 s and b) 15 s and for staggered building configuration after c) 15 s from the beginning

of the simulation
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be observed. Additionally, upstream of each row of buildings (located perpendic-
ular to the main flow direction) the linear water surface swelling together with
large velocity gradients can be seen (Fig. 5b). In case (b), when the buildings are
arranged in a checker board configuration, the flow structure between buildings
is more complex (Fig. 5c). Analysing the shape of water surface and velocity field
it can be observed that flow is split upstream each building forming a swelling in
front of an obstacle and a wake zone downstream. The numerous and separate
swellings and depressions result in significant gradients of water level and velocity,
in both the main flow direction as in cross sections.

Comparisons between computed and measured depth variations at some con-
trol points are shown in Figures 6 and 7. For both simulations (cases a and b), the
resulting agreement at each point is quite good, except for point P5 in case (a) of
aligned buildings (Fig. 6). The calculated water depth is greatly overestimated at
this location. It seems that the reason for this disagreement can be measurement
error – which is impossible to verify at this moment – or maybe it is the result
of the specific location of point P5 near which the water swelling is observed.
This means that even a small error in simulated swelling location can result in
significant disagreement between computed and measured water depth.

It can be seen that in both simulations observed and calculated depth variation
have a similar shape. Only at points P3 and P4 (Figs. 6 and 7) – placed upstream
of the first row of buildings (Figs. 2a, b) – the first peak in the water level has not
occurred in computed results. This rapid water level increase occurs just after the
flood wave reflection against buildings and it probably represents a water splash
effect which cannot be modelled using the SWE model. Some smaller water level
oscillations can also be observed in measurements at other points. They occur in
the flow due to reflections against walls and sudden reductions and expansions of
flow section. Generally, they are the result of complex structure of built-up flow
area. At the same time the graphs of computed water depth history are fairly
smooth. This is observed because 3D hydraulic effects cannot be represented in
2D numerical simulations at all. Moreover, the numerical scheme used to solve
SWE – able to handle flow discontinuities – is locally dispersive and adds some
numerical diffusion to the solution ensuring the stability of computations and
resulting in more regular shape of solution.

Analysing results of simulations it can be seen that in case (b) of staggered
buildings measured depth is reproduced fairly accurately regardless of control
point position (Fig. 7, Fig. 2b). Depth variation as well as wave arrival time are
simulated properly here. Points P5, P6, P7, P8 and P9 are located between build-
ings. Here the numerical model gives a precise representation of water level evol-
ution, irrespective of point location. The highest maximum water depth can be
observed in the upstream part of a built-up area (P5, P6, P8, Fig. 7) and the lowest
in the downstream part (P7, P9, P10). Point P10 (Fig. 2b) lies in the downstream
part of the model city in a wake zone. At this point a slight difference between
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Fig. 6. Calculated (–) and measured (+) depth variation for aligned building configuration
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Fig. 7. Calculated (–) and measured (+) depth variation for staggered building configuration



332 M. Szydłowski

calculated and measured results can be observed (Fig. 7). This point is located
between the city model outflow and downstream boundary, where the flow var-
ies from sub- to super-critical depending on actual flow conditions. It makes the
calculation uncertain in this region as the boundary condition is unknown there.

In the case (a) of aligned buildings (Fig. 2a) the highest maximum water
depth in an urban area is observed at points P6, P7, P8 and P9 (Fig. 6). The
lowest is at point P10 located downstream from the last buildings row. It seems
that calculated maximum water depth is slightly underestimated at points located
in main longitudinal streets (P7, P8). It may be due to some additional energy
losses (i.e. local, building walls friction) not represented in mathematical model in
which only the bottom friction is approximated using a simple Manning formula.

5. Conclusions and Remarks

The city flash flooding in two configurations of built-up area were simulated using
SWE. The results of numerical simulations were used to recognize and investigate
the characteristic features of rapidly varied flow in a simplified urban area. The
computations were verified basing on experimental data from physical modelling.
Quite good agreement between results was observed.

In general, it can be concluded that although SWE are not a true mathematical
representation of the free surface water flow, numerical model based on these
equations is able to simulate the rapidly varied flow in built-up areas. Of course,
such a model cannot reproduce details of local flow or short wave effects (i.e.
inner structure of hydraulic jump or water surface oscillations, respectively), but
the main features of extreme flow, like reflections against buildings, transitions
from supercritical to subcritical flow with hydraulic jumps, steep wave fronts with
significant gradients of depth and velocity and circulation areas can be successfully
simulated.

Additionally, it can be presumed that simplified versions of dynamic wave (i.e.
diffusive wave) cannot be used to model the extreme urban flow at all. They
are not able to represent the flood flow also in the complex natural river valley
(Szydłowski 2001b) as well as in the built-up structure of city area.
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