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1. Introduct ion 

Consider the following problem: 

(Po) Minimize JQxo(cp(t,x) - 1) 2dxdt + J: w2(t)dt, 
( C(O, T; H 1 (n)) )2 x W1•00 (0, T) x U subject to 

on all (u,cp,w,v) E 

f. 
Ut + 2(/)t = kD.u in Q = [O,T] X n, 
au ov + hu = w(t)g(x) in~= [0, T) x on, 
u(O, x) = uo(x) x En, 
w'(t) = (Jw(t) + v(t) t E [0, T], 
w(O) = 0, 

1 
TC/)t = eAcp + -(cp- cp3

) + 2u 
2a 

cp=1 
cp(O,x) = cpo(x) 

in Q 
in ~, 
X En. 

(1.1) 

(1.2) 

(1.3) 

Here n is a bounded domain in Rn (n = 1, 2, 3) with a sufficiently smooth 
boundary an, u is the reduced temperature, cp is the phase function used to 



6 C. MORO~ANU 

of the surrounding at an and it is manipulated by a heating (cooling) system 
according to the equation (1.2), v E U (the boundary control), with 

U = { v E L=(o, T), 0 ~ v(t) ~ R, a.e. t E [0, T]} , 

g E H 1 (aD) is a given function , Xo is the characteristic function of D0 , D0 c D. 
At the moment t the material is liquid if <p is close to + 1 and u( t, x) 2: 81 

and it is solid if <pis close to -1 and u(t,x) ~ -81, with 81 2: 0. We define 
as interface at the moment t (or simply interface) the set {x En, ju(t,x)l ~ 
81, j<p(t, x)l ~ 1- 82, 82 2: 0}. 

This model, introduced by Caginalp (1986), has been established in the lit­
erature as an extension of the classical two phase Stefan problem to capture 
the effects of surface tension, supercooling, and superheating. :For detailed dis­
cussions of the phase field transition system we refer to Caginalp (1986) and 
Fix (1982). The positive parameters r, ~' f., k, h, are constants (see Caginalp, 
1986); a depends on~-

The distributed optimal control problem governed by the phase field equation 
has been analyzed in Chen and Hoffmann (1991) , Hoffmann and Jiang (1992), 
Heinkenschloss and Sachs (1994) and Heinkenschloss and Troltzsch (1995). The 
numerical approach of the optimal control problem stated here, associated with 
an inverse problem, has been investigated in Moro§anu (1993). The method 
stated in the present paper can also be applied to the case of distributed optimal 
control problem (see the phase-field system considered in Moro§anu, 1997). 

It is more convenient to reformulate problem (Po) as 

(P) Minimize fo Xo<p 2(t,x)dxdt + 1T w2 (t)dt, subject to (1.1)-(1.2) and 

T<{Jt- e6_<p = 2u + ~<p- ~(<p + 1)3 + ~ in Q 
2a 2a 2a 

<p = 0 in I:, (1.4) 

<p(O,x) = <po(x) -1 x E 0. 

For every c: > 0, we associate with the system (1.1), (1.2), (1.4) the following 
approximating scheme: 

e 
ui + -<p~- k6.uc = 0 in Qi = (ic:, (i + 1)c:) X fl, 

2 
au€ (1.5) av +hue= w(t)g(x) on L:j = (ic:, (i + 1)c:) X an, 
u€(0, x) = uo(x) X E fl, 

w'(t) = f3w(t) + v(t) t E [0, T], 
w(O) = 0, 

(1.6) 

<p€ = 0 on L:i , (1. 7) 
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where z(-,cp:_(ic:,x)) is the solution of 

1 
z'(s) + -(z(s) + 1)3 = 0 s E [0, T], 

2a 
Z ( 0) = cp:_ ( ic:, X) , cp:_ ( 0, X) = 'PO (X) - 1 , 

7 

(1.8) 

computed at s = c:, for i = 0, Me- 1, with Me = [~] and Q~1._ 1 = 
((Me- 1)c: , T) X n. Here cp+(ic:) = limt!ic cp"(t), cp:_(ic:) = limtTic cpe (t). 

Due to the form of boundary condition (1.1 2 ), we cannot set the phase­
field system (1.1)- (1.3) into the abstract framework and so , we cannot treat the 
convergence of this numerical scheme on the basis of the abstract approximation 
results known in mathematical literature. On the other hand, this particular 
form is essentially used to obtain the estimates (2.4), (3.22) and (3.27). 

Corresponding to the approximating scheme (1.5)-(1.8), we consider the 
approximating optimal control problem: 

(1:;10
) Minimize JQxo(cp£(t ,x ))2dxdt + J

0
T w2(t)dt, on all (u£,cpe,w,v) subject 

to (1.5)- (1.8) . 

The main result of this paper amounts to saying that problem (P) can be 
approximated for c:-+ 0 by the sequence of problems (P£) . The convergence of 
the approximating process leads to an idea of numerical approximation of the 
optimal control of problem (P), namely (see algorithm CPHT-2D, step P2 , 
Section 5) , at every iteration iter, the computation of the approximate solution 
corresponding to the nonlinear phase-field transition system is substituted by 
computation of the approximate solution for an ordinary equation and a linear 
system. Hence a large amount of time is saved concerning computations . 

Such a convergence scheme was studied for an optimal control problem gov­
erned by nonlinear parabilic variational inequalities by Barbu (1988). For other 
works in this context see Anita (1988) , Barbu (1984), Popa (1995), for example. 

The plan of this work is the following: In Section 2 we shall prove the ex­
istence of an optimal control in problem (P). The convergence of the optimal 
solution of problem (P£) to the optimal solution of problem (P) , as c: -+ 0, 
is derived in Section 3. Besides the existence of an optimal control in prob­
lem (P£), the necessary optimality conditions for this problem will be proved 
in Section 4. A conceptual algorithm of gradient type for the calculation of 
the approximating optimal control of problem (P") and a numerical result are 
presented in Section 5. 

We shall use the standard notation for the Sobolev spaces on !1 and Q. 

2. The optimal control problem (P ) 

In this Section we will give an existence result for problem (P). First of all we 
recall the notion of weak solution for (1.1)- (1.2) and (1.4). 

DEFINITIO N 2.1 By weak solution (u, cp) to (1 .1) - (1. 2) and (1.4) we mean a 
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:::; [fo (r.pn- r.p*)6dxdt] 1/3 [fo lr.p;, + 'Pn'P* + (r.p* )212dxdt] 2/3 

:::; C 1T II'Pn- r.p*lli6 (f!)dt. 

This, combined with (2.8) and Sobolev's imbedding theorem indicates that 

r.p~--+ (r.p*)3 strongly in L2(0, T ; L2 (n)). 

So, letting n tend to +oo in (2.7), we get 

8u* ~ 8r.p* = k!::.u* 
8t +2 8t 

T or.p* = efl.r.p* + ~r.p* - ~(r.p* + 1)3 + 2u* + ~ 
8t 2a 2a 2a 

~~ + hu* = w*(t)g(x), r.p* = 0 

u*(O,x) = uo(x), r.p*(O,x) = r.po(x) -1 

(w*)'(t) = (3w*(t) + v*(t) t E [0, T] , 

w*(O) = 0. 

in Q, 

in Q, 

in E, (2.9) 

inn, 

Thus, the uniqueness of solution for (2.9) implies that ( u* , r.p*) is the solution 
of problem (1.1)-(1.2) and (1.4), corresponding to v* E U. 

Since j is continuous, then by (2.6), we see that d = j(v*) and the proof is 
completed. 

3. A convergence result 

The aim of this section is to establish a convergence result for the sequence of 
optimal solutions for problems (P"), when c converges to 0. We set 

j"(v) = k xo(r.p~(t,x)) 2 dxdt + 1T w2(t )dt , (3.1) 

where r.p~ is the solution to (1.5)-(1.8) corresponding to v E U. Then (see (2.5)), 
we may rewrite ( P) and (Pe: ) as 

(P) min{j(v) , v E U}, 

(Pe:) min{j"(v), v E U}. 

Now we come back to the iterative scheme (1.5)-(1.8) and note that if uo E 
H1 (n), r.p0 E HJ(n) satisfy the compatibility conditions, then for every c > 0 
this problem has a unique solution (u" , r.p") E (Wi· 1(Qf) n L00 (Qf))2 on every 
interval [ic , (i + 1)c], i = 0, 1, ... , M"- 1, p > !!:.f (see Moro§anu, 1997). As in 
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PROPOSITION 3.1 For u0 E H 1(0.), !{)o E HJ(f?.) (as in Proposition 2.1) prob­
lem (Pe) has at least one solution ( u;, !{);, w;, v;). 

The main result of this paper is 

THEOREM 3.1 Let { v;} be a sequence of optimal controllers for problems (Pe). 
Then 

lim(inf j":(v)) = inf{j(v); v E U} and 
e--+0 

(3.2) 

lim j(v;) = inf{j(v); v E U} . 
e--+0 

(3.3) 

Moreover, every weak limit point of { v;} is an optimal controller for problem 
(P). 

Theorem 3.1 amounts to saying that (Pe) approximates problem (P) and 
an optimal controller { v;} of ( pc) is a suboptimal controller for problem ( P). 

The main ingredient of the proof of Theorem 3.1 is the following lemma: 

LEMMA 3. 1 If { v;} is a sequence of optimal controllers for problems (PC) then 
there exists {en} -> 0 such that 

v* 
Cn 

-> v* weak star in L00 (0, T), (3.4) 

w;n -t w* strongly in C[O, T), (3.5) 

(w;J'-> (w*)' weak star in L00 (0, T), (3.6) 

!p;n (t) -t !{)*(t) strongly in £ 2(0.), for any t E [0, T], (3.7) 

• • Ucn -t U strongly in £ 2 (0, T, H 1(0.)), (3.8) 

where (u;n,!p;n,w;J = (u~:n,rp~:n,w~:n) is the solution to (1.5) - (1.8) corre­
sponding to v = v;n and ( u*, rp*, w*) = ( uv", rpv", wv") is the solution to (1.1) ­
(1.2) and (1.4) corresponding to v = v*. 

Proof. For {v;} independent of c this lemma was proved in Moro§anu (1997). 
Here we shall adapt the arguments of Moro§anu (1997) to this case (see also 
Barbu, 1988). Let {v;} be an optimal controller for problem (Pc) and let 
( u;, rp;, w;) be the corresponding solution of (1.5)-(1.8) with v = v;. Since 
{ v;} is bounded in L 00 

( 0, T), there exist v* E L 00 
( 0, T) and { c,., 1 such that 
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We set v;n = v~, We:n = Wn, uE:n = un and cpE:n = cpn. Then, (1.5)- (1.8) 
becomes (setting E:n = e:): 

f. 
u~ + 2cp~ - kb.un = 0 in Qf, 

aun ov +hun= Wn(t) g(x) in ~i, 

un(O , x) = uo(x), XED, 

w~(t) = f3wn(t) + v~ (t) t E [0, T], 

Wn(O) = 0, 

cpn = 0 in ~i, 

cp+(ie:,x) = z(e: , cp~(ie: , x)), 

where z(·,cp~(ie:,x)) is the solution of 

I 1 3 z (s) + -(z(s) + 1) = 0 s E [O,T], 
2a 

z (O) = cp~(ie: , x), cp~(O,x) = cpo(x) -1, 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

computed at s = e:, fori = O, Me: -1. We see t hat if cp~(ie:,x) E L00 (D), then 
z(-,cp~(ie:,x)) E L00 (D) and the following estimates hold 

I!Vcp+(ie:,x)!IL2(0) :<; I!Vcp~(ie:,x)!IL2(n), 

iicp+(ie: ,x)- cp~(ie:, x )!!£2(0) :<; Le: , 

(3.13) 

(3.14) 

for i = o, 1, ... , Me: - 1, where L > 0 is a constant depending on n, 
llcp~(ie: , x)!IL~(n) and a (see Moro§anu, 1997, Lemmas 3.2 and 3.3). 

Multiplying (3.91) by ~un and (3.11 1 ) by acp~, using integration by parts 
and Green's formula, yields 

(3.15) 

(?,. 1 ()) 
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If we now multiply (3.111) by ~cpn and then we integrate over n, by Green's 
T 

formula we get 

(3.17) 

Adding (3.15)- (3.17), performing some computation involving Cauchy's and 
Holder's inequality, we find 

Integration over (0, c) and by parts gives now 

(3.19) 

Similarly, for any Q'f, i = 1, 2, .. . , Me - 2, we obtain 

4 k r(i+l)e 
-1-~ 11n •• n112 

c2 r(i+l)e 
ri ~ , '> ll n .-nll2 .1 . 
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On QM-,-1 we have the estimates 

2
eallun(T)IIi2(n) + ~llcp~(T)IIi2(n) 

+ 4~k iT ll\7unlli2(0)ds + ae
2iT ll\7cpnlli2(0)ds 

f. (M,-l)g T (M,- l)g 

+a; iT llcp~lli2(n)ds + af ll\7cp~(T) I Ii 2 (n) 
(M,-l)g 

2akh iT !a n 2 2a n 2 + -e- (u ) dsdx ~ gllu ((Mg- 1)c:)lb(n) 
(M,-l)g an 

+ ~llcpf.((Mg- 1)c:)lli 2(n) + af ll\7cpf.((Mg- 1)c:)lli2(0) 

+CiT (llun(s)lli2(!1) + llcpn(s)lli2(0))ds 
(M,-l)e 

1 iT 2 2 T - (Me - 1 )c: + 2h llwn(t) 11 £3(&n)llg(x)lb(an)ds + 1n1 4 . 
(M,-l)e aT 

From (3.19)- (3 .21), taking into account (3.13), we get 

2
;iiun(T)IIi2(n) + ~llcp~(T)IIi2(n) 

+ 
4~k 1T ll\7unlli2(0)ds + a!2 1T ll\7cpnlli2(!1)ds 

aT M,-11(i+l)e aT iT 
+ 2 t; ig llcp~lli2 (n)ds + 2 (M,-l)g llcp~lli2 (n)ds 

ae n 2 2akh {T r n 2 
+ 2ll\7cp_(T)IIu(n) + -e- lo lan (u ) dsdx 

2a 2 1 2 ae 2 
~ glluoll£2(!1) + 4II'Pollu(n) + 2ll\7cpollu(n) 

, II n./ . \ 112 \J _ 

(3.20) 

(3.21) 
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1 rT · 2 2 r 
+ 2h Jo llwn(t)11£3(an)llg(x)ll£6(an)ds + 1n1 4a

7 
· 

By Gronwall inequality, we may derive finally the inequality 

M. -1

1
(i+l)e: [T 

f; ie: II'P~IIi2(n)ds + }(M.-
1
)" II'P~IIi2(n)ds 

loT (II'Vunlli2(n) + II'V'Pnlli2(n))ds + l (un)2dxds:::; c1 v E: > 0, (3.22) 

where c1 > 0 does not depend on Me; and E: (C1 depends on T, k, £, ~' a, h, 
T, n, lluoll£2(n), II'V'PoiiL2(n), II'Poll£2(n), llwn(t)IIL3(8n), ll9ll£6(8n))· 

Multiplying now (3.91) by u!, integrating over (it:, (i+1)t:), i = 0, 1, ... , Me:-
1, and using Green's formula, Cauchy- Schwarz's inequality, and Young's in­
equality, we obtain 

(3.23) 

(3.24) 

From (3.23)- (3.25), taking into account (3.22), we obtain 

11T1 k 1 kh Ia - (u~) 2dsdx +- i'Vun(TWdx +- (un(T)) 2dx 
2 o n 2 n 2 an 

p_2 M.-1 [(i+l)e p_2 !T 
:::; 8 L "- II'P~IIi2(n)ds + "R ,.. -· II'P~IIi2(n)ds 
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k 2 kh 2 ( r n 
+ 21JV'uoii£2(0) + 21JuoiiL2(0) + k lo lao ut wn(t)g(x)dsdx 

:S £: C1 + k 1T lao U~ Wn(t)g(x)dsdx, (3.26) 

where cl > 0 depends on cl and on IIY'uoli£2(0) · But 

k ( r u~wn(t)g(x ) dxds = k r g(x)dx ( ~ (un(t,x)wn(t))ds 
lo lao lao lo ut 

- k r g(x)dx {T un(t,x)w~(t)ds 
lao lo 

= k r un(t, x)wn(t)g(x)dx - k {T r UnW~(t)g(x)dxds 
lao lo lao 

and (using Cauchy-Schwarz's inequality, Holder's inequality, and Young's in­
equality) 

(3.27) 

where C2 > o depends on C1, T, JJgJ JLs(ao), llwn(t)ii£3(ao) and llw~(t)ii£3(ao)· 
Using now the Gronwall inequality, we obtain 

1T !lu~III2(0)ds :S C2 't/ c > 0, (3.28) 

where C2 > 0 does not depend on M 10 and c: (C2 depends on C1 and C2). 
By virtue of estimate (3.14) we get 

M,-1 

), ll<p~(ic:,x)- <p~(ic:,x)ii£2(0)::; LT = C (3.29) 
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Combining (3.22), (3.28) and (3.29), we obtain 

T 
where V cpn stands for the variation of cpn : [0, T] ~ L2 (D). Since the injection 

0 

of L2 (D) into H- 1 (D) is compact and the set {cpf(t)} is bounded in L2 (D) for 
every t E [0, T], by an infinite dimensional version of Helly-Foia§ theorem (see, 
for instance, Barbu and Precupanu, 1986, Remark 3.2, pp. 60), we conclude 
that there exists a bounded variation function cp*(t) E BV([O, T]; H - 1(D)) such 
that, on a subsequence also denoted cpn(t), we have 

cpn(t) ~ cp*(t) strongly in H - 1 (D) for every t E [0 , T] . (3.31) 

By (3.30) we may assume that 

cpn ~ cp* weakly in L2(0, T; HJ(D)). (3.32) 

Now, since the inclusion of HJ(n) into L2 (D) is compact (see Brezis, 1983, 
Theorem IX.16, pp. 169), for every >. > 0 there exists C(.X) > 0 such that (see 
Lions, 1969, Chapter 1, Lemma 5.1) 

II'Pn ( t)- cp* ( t) 11£2(!1)::; >-llcpn( t)- cp* ( t) IIHJ (!1) + C(>.) llcpn(t)- cp* (t) IIH-1 (!1) 
Vc > 0, \It E [O,T], 

where C( >.) ~ 0 as >. ~ 0. 
Together with (3.31) and (3.32) this yields 

cpn ~ cp* strongly in L2 (D) for any t E [0, T]. (3.33) 

Taking into account (3.28), (3.30), we may obtain by (3.91) the estimates 

lot l (L'iun(s, x)) 2dxds::; C Vt E (0, T]. 

By the elliptic boundary regularity, (3.34) implies 

llunii£2(0,T;H2(!1)) ::; C. 

Similarly, by (3.11 1), using (3.30), we obtain 

r ( (L'icpn(s , x)) 2dxds < C Vt E (0 . Tl 

(3.34) 

(3.35) 
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and, by elliptic regularity, 

llcpniiL2(0,T;HJ(O)nH2(0)) :'S; C. (3.37) 

By (3.22), (3.35), it follows that the sequence {un } is compact in £ 2 (0, T; H 1 (f2)). 
Therefore, on a subsequence, again denoted {un}, we have 

un ~ u* strongly in £ 2 (0, T; H 1 (f2)), weakly in £ 2 (0, T; H2 (f2)), (3.38) 

u~ ~ u; weakly in £ 2 (0, T ; L2 (f2 )), 

and, by the Ascoli-Arzela theorem 

un ~ u* strongly in C([O, T ]; L2 (f2)). 

From (3.30) we also have 

V'un ~ V'u* weakly in £ 2 (0, T; H 1 (f2)), 

V'cpn ~ V'cp* weakly in £ 2 (0, T ; HJ(f2)). 

(3 .34)-(3.36) clearly also imply that 

t1un ~ t1u* weakly in £ 2(0, T; L2 (f2)), 

t1cpn ~ t1cp* weakly in £ 2(0, T; L2 (f2)). 

From (3.33) and (3.38) we may conclude that (3.7) and (3.8) holds. 

(3.39) 

(3.40) 

Let s < t be two arbitrary points of [0, T] such that ic :<S; s :<S; ( i + 1 )c < .. . < 
jc :'S: t. Consider the problem 

1 1 
rcpn - e t1cpn - -cpn = 2un + -

t 2a 2a 

cp+(kc ,x) = z(c,cp~(kc,x)) 
cpn = 0 

In the usual way, from (3.41) we obtain 

on ~1, 
X E f2. 

1 e 1(k+1 )~1 
lcp~((k + 1)c:)- cp+(kc: )i2 dx +- IV'cpnl 2 dxdt 

n 2 k~ n 

e 1(k+l)~ 1 1(k+l)~ 1 
:'S: - IV'cp+l 2dxdt + C (cp+(kc)) 2 dxdt 

2 k~ n k~ n 

+ c 1(k+l)~ r [(un)2 + (cpn) 2]dxdt. 
k~ ln 

Taking into account (3.12) the last inequality becomes 

j-1 

L llcp~((k + l)c:)- cp+(kc)lli2(n) 
k=i 

(3.41) 

(3.42) 
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On the other hand, using (3.14), we get the estimate 

j-1 

L ii <P:t.(kc:)- <P~(kc:)li£2(11) ~ L(j- i)c:. (3.43) 
k=i 

Hence 

ii<Pn(t)- <Pn(s)i i£2(11) ~ ii <Pn(s)- <P~(ic:)ii£2(11) + ii<P~(jc:)- <Pn(t) ii£2(11) 
j-1 j-1 

+ L ii<P:t.(kc:)- <P~(kc:)ii£2(11) + L ii<P~((k + 1)c:)- <P:t.(kc:)ii£2(11)· 
k=i k=i 

Along with (3.42) and (3.43) the last inequality implies 

ii<Pn(t)- <Pn(s)ii£2(11) 

~ C (it- si + it- si 1
/

2 (J.t l [( un) 2 + ( tpn) 2]dxdr) 
112

) (3.44) 

and therefore tp* : [0 , T] --+ £ 2 (0) (the limit point of tpn) is absolutely continuous 
and consequently almost everywhere differentiable on [0, T]. Hence <Pt ( t) exists 
a.e. on (0, T). 

Let 11 E £ 6 (0) be an element arbitrary but fixed. By (3.41) we have 

j 

r(tpn(t)- tpn(s), tpn(s)- v) + r L (<P~(kc:)- <P:t.(kc:), <P:t.(kc:)- v) 
k=i+1 

(3.45) 

where(·,·) stands for the inner product of £ 2 (0) and also for the duality between 
HJ(O) and H- 1(0). 

We denote by F : D(F) = £ 6 (0) c £ 2 (0) --+ £ 2 (0) the operator z --+ 

- 2
1a(z + 1)3 . Clearly, F ism-dissipative and denote by e-Ft the semigroup 

generated by F . Then (see (3.12)) 

z(t) = e-Ft<P~ (ic:) fortE (0, T), i = 0, 1, ... , M"- 1. 

Thus 

(<P~(kc:)- <P:t.(kc:),<P:t.(kc:) -v) 

= (<P~(kc:)- e-Fo<P~(kc:), tp~(kc:)- v) 
, 1 n 1 ' ' - P t:> n ', ' - £'1 ..,. - , • • 
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We set Sey = y - e-Fey and then (3.45) becomes, taking into account (3.46) 
and the monotonicity of se, 

j 

r(cpn(t)- cpn(s), cpn(s)- v ) + r L (Se, cp':._(kt:)- v) 
k=i+l 

1 it it 1 +-
2 

(cpn,<pn-v)dr + (2un+-,cpn-v)dr 
a 8 8 2a 

By (3.14) we have IISecp~(kt: ) l!i,2 (f2)::; L2t:2 and therefore 

j 

L IISecp':._(kt:)lli2(f2) ::; L 2(j- i)t:2 = 8e, 

where 8e -t 0 for t: -t 0. 
Now, we define $n(r) = cp~(kt:), for r E (kt:, (k + 1)t:) . Then 

~ (Sev ) it (Sev ) t: ~ ~, cp':._(kt:)- v = -c-, $n(r)- v dr. 
k=•+l 8 

Since ll<t?~(kt:)ll£2(f2) ::; C, then ll$n(r)i!L2(n) ::; C and therefore the above 
integral is well defined. Using (3. 7) we obtain 

lim t: ~ (Sev, cp':._(kt:)- v) 
e--->0 ~ c 

k=i+l 

= lt(-Fv,cp*(r)- v)dr Vv E L6(r!). (3.48) 

By (3.33) and (3.40) we have 

1t (-D..<pn, <pn- v)dr -t 1t ( -D..cp*(r) , cp*(r)- v)dr, 

1t(cpn,<pn- v)dr -t fo \ <p*,cp*- v)dr. 

(3.49) 

Taking into account (3.48) , (3.49) and passing to the limit for n -too in (3.47) 
we obtain 

r(cp*(t)- cp*(s), cp*(s)- v) + r lt ( -Fv, cp*(r)- v)dr 

-e 1t (D..cp*(r), cp*(r )- v)dr- L 1\cp· (r), cp*(r)- v)dr 

rt 1 
/ ("l .,* f-\ I _ , ,*(~\ _ 11 \r/'T' '1;{ 11 (:: ( ,6 (()) , (3.50) 
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Dividing (3.50) by t- s and letting s tend to t we see that 

(r a~· (t)- e6tp*(t)- 2
1a 'P*(t)- Fv, 'P*(t)- II) 

1 
:::; (2u*(t) + 

2
a,tp*(t) -11), a.e. t E [O,T) Vv E £ 6 (0). 

Using now the maximal monotonicity ofF, we infer from (3.51) that 

Ta~· (t) -e6tp*(t) 

= 2~ ('P*(t) + 1)- 2
1
a ('P*(t) + 1 r + 2u*(t), a.e. t E [0, T). 

Hence tp*(t,x) satisfies (1.4), a.e. t E [O,T). 
By (3.91) we get 

21 

(3.51) 

~ { ('lj;(t), dtpn(t))dx + { (u~- k6un)'lj;dxdt = 0, V'lj; E £ 2 (0, T; H 1 (0)). 
2}Q JQ 

Taking into account (3.32), (3.38) and (3.40) we may pass now to the limit 
for n -+ oo, and, by Reily's theorem (see Barbu and Precupanu, 1986, Theorem 
3.5, pp. 58) 

~ k ('lj;(t), dtp*(t))dx + k (u;- k6u*)'lj;dxdt = 0 

V 'ljJ E £ 2 (0, T; H 1 (0)). (3.52) 

Since tp* is absolutely continuous from [0, T] to £ 2(0) (see (3.44)) the first 
Stieltjes integral can by written as JQ ( '1/J( t), 'P; ( t) )dxdt and so (3.52) yields 

u;(t) + ~'P;(t)- k6u*(t) = 0, a.e. t E [O,T). (3.53) 

By trace theorem (the map un -+ unlao is continuous from H 1(0) into H 112 (80) 
c L 2(80)) and taking into account (3.4)-(3.6), we may conclude from (3.53) 
that (u*,tp*) satisfies (1.1) a.e. t E [O,T). Therefore (u*,tp*) is a strong solution 
to (1.1)-(1.2) and (1.4) corresponding to v = v* . 
Proof of Theorem 3.1. The idea is the same as in Barbu (1988). Let {v;} be an 
optimal controller for problem (PE) and let (u;,'P;,w;) be the corresponding 
solution of (1.5)- (1.8) with v = v;. By virtue of Lemma 3.1 it results that there 
exist v* E L00 (0,T) and {e-n} such that 

v* -+ v* weak star in 
En

0 v • 
w <n -+ wv strongly in 

":; 
v,. _ l o \ ... * , · ' 

L00 (0, T), 

C[O, T], 
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where ( u~~", c.p~~", w~~n) is the solution to (1.5)- (1.8) corresponding to v = v;n 
and (uv·,c.pv·,wv·) is the solution to (1.1)- (1.2) and (1.4) corresponding to 
v = v*. 

Since c.p -t JQ xo(cp(t, x))2dxdt and w -t J~ w2(t)dt are convex continuous 
functions it follows that these are weakly lower semicontinuous functions (from 
L 2 (Q) -t Rand from £ 2 (0, T) -t R, respectively). Hence 

Let v* be an optimal controller for problem (P) . Since v;n is an optimal 
controller for problem (P"'n) it follows that 

fo Xo(cp~~"(t, x))2dxdt +faT (w~:"(t)) 2 dt 

~ foxo(cp~:(t,x)) 2 dxdt+ faT(w~:(t)) 2 dt. 

But cp~:(t) -t cp11.(t) strongly in L2 (D) , Vt E [O,T), and so the latter implies 

nl!_.~ fo Xo(cp~: (t, x)) 2 dxdt + 1T (w~: (t)) 2 dt 

~ k Xo(cp 11
• (t, x)) 2dxdt + 1T (wv• (t)) 2dt . 

From (3.54) and (3.55), we obtain 

j(v*) = fo Xo(cpv• (t ,x)) 2dxdt + 1T(wv• (t)) 2dt 

~ liminf[ r Xo(cp~~n(t,x)) 2 dxdt+ {T(w~:"(t)) 2 dt] 
n--'oo }Q Jo 

~ limsup[ r Xo(cp~~"(t, x )) 2 dxdt+ {T(w~:"(t)) 2 dt] 
n__.oo }Q Jo 

~ k Xo(cpv • (t,x)) 2dxdt +faT (wv· (t)) 2dt. 

Hence 

lim infj"'"(v; )=j(v*) =inf {j(v), vEU} 
€n ----t0 n 

(3.55) 
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To prove (3.3) we set rj;E = cpv; (v; optimal in (PE)) . We have on a subse­
quence {en} 

v* En -t vo weakly in L00 (0 , T) , 
wv;n -two En strongly in C[O,T], 
UEn -t u strongly in L2 (0, T, H 1(D)), 
rpEn -t cp strongly in L2 (0, T, H 1(D)), 

where ( u, cp, w0 , v0 ) satisfy (1.1 )- (1.2) and (1.4), i.e., ( u, cp , w0 ) = ( uv
0

, cpv
0

, wv\ 
We have therefore 

and since {en} was arbitrarily chosen (3.3) follows. Now, since v; is an optimal 
controller for problem (PE) it follows that 

k Xo(cp~; (t , x)) 2dxdt + 1T (w~; (t)) 2dt 

~ £xa(cp~ (t,x)) 2 dxdt+ 1T(w~(t))2 dt Vv EU. 

But, as we have seen above, 

and thus, along with above inequality, we have 

Hence 

j(v*) ~ j(v) Vv E U 

i.e., the weak limit point v* is a suboptimal controller for problem (P) . This 
completes the proof of Theorem 3.1. 

4. Approximating problems. Optimality conditions 

In order to establish the optimality conditions for problem (PE) we consider 
(uE , cpE,w,v) the solution of (1.5)- (1.8) and the corresponding variations 

u>.. = UE + ,\uE, cp>.. = cpE + ,\rjJE, w>.. = w + .-\w, 
_>.. - - ' \::: . .\ 

( 4.1) 
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(Tu ( v) is the tangent cone at U in v). For ( u>., cp>., w>., v>.) we have 

l 
u~ + -cp~ = k!J.u>. in QL . 

2 
au>. 
ov + hu>. = w>.(t)g(x) on Ef, 

u>.(O,x) = uo(x) X E !1, 

(w>.(t))'=f3w>.(t)+v>.(t) tE[O,T), 
w>.(o) = o, 

1 1 
Tcp~ = e !J.<p>. + -<p>. + 2u>. + - in Qf, 

2a 2a 
<p>. = 0 on Ei, 
<p~( ic, x) = z>.(c, cp~ (ic, x)), 

where z>. is the solution of 

1 
(z>.(s))' + -(z>.(s) + 1)3 = 0 s E [0, T], 

2a 
z>.(O) = <p~(ic,x), 

computed at s = c, fori= 0, Me- 1. 
By (4.1) we get 

>. E: 
-c j' U - U u = Im---

;.._,o A ' 
>. 

- 1' w - w w= 1m---
;.._,o A 

>. E: 
-c - r cp - <p 

<p - >.~ A , 

z>. z ~ . . v>. - v 
Z- = l1'm --- - 1 v= 1m-,-, 

>.->0 A >.->0 A 

. z>.(c, <p~ (ic, x)) - z(c, <p:_ (ic, x )) 
rJ = bm , 

>.->0 A 

= z(c, <p:_(ic, x))<j?=-_(ic, x) + i(c, cp:_(ic, x)). 

( 4.2) 

(4.3) 

( 4.4) 

(4.5) 

( 4.6) 

(4.7) 

Subtracting now (1.5)-(1.8) from (4.2)-(4.5), letting A tend to zero and 
taking into account (4.6), (4.7), we obtain the system in variations 

-c + /! -c k!J. -c ut 2'Pt = u 

~~ + hu" = w(t)g(x) 

u"(O,x) = 0 

w'(t) = f3w(t) + v(t ) 

in Qf, 

on Ei, (4.8) 

X E !1, 

t E [0, T), (4.9) 
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rrj/ = et:::.rj/ + I_ ijl + 2i/ in Qi, 
t 2a 

rp" = 0 

rp+ ( ic, x) = ry( c) 

on ~i , 

X E fl, 

fori= 0, M"- 1, where ry(t:) is the solution 

3 
r/(s) + -(z + 1)2ry(s) = 0 s E [0, T], 

2a 
ry(O) = rp~(it:,x), rp~(O,x) = 0. 

By (4.11) we have 

1J (c) = exp (- 1" 
2
3
a ( z ( t, ·) + 1) 2 dt) rp:._ (it:, x) 

and then (4.103) is equivalent to 
_.. - . 

rp:._ (it:, x) = exp (1" 
2

3
a (z(t, ·) + 1) 2dt) rp+(it: , x ). 

We now introduce the adjoint state system. 
The equations (4.81), (4.101) can be written in the form 

u u A u . " 
!:) ( -" ) ( -" ) at (/!" = (/!" m Q i 

where 

(

k!:::.- ~ 
A= T 

2 

T 

-~.e ~::::.- _~. ) 
2T 4aT 
~2 1 ' 
-1::::.+-
T 2aT 

Then 

A* = ( k!:::. __ 
7

£ ~ _ ee!:::. _ _!_ e!:::. + _1_) , 
T 2T 4aT T 2aT 

and the adjoint state system is 

i.e. the optimality conditions for problem (P") can be written as 

f. 2 
Pt + k!:::.p - -p + -q = 0 

T T 

8p 
8v + hp = 0 

.. -11. ' .. ' 

in Qf, 

on ~f, 
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(4.10) 

(4.11) 

(4.12) 

(4.13) 

(4.14) 

(4.15) 



26 C. MORO~ANU 

£~2 e ~2 1 
qt- -fl.p- -p + -fl.q + -q = Xo'Pe in Qf, 

2T 4aT T 2aT 
e 

q = 2p on~~, 

q-((i + 1)c: , ·) (4.16) 

= exp( -foe 
2

3
a (z(t, ·) + 1) 2dt)q+((i + 1)t:, ·) X E 0, 

q-(T, ·) = 0 x E 0, 

fori= Me- 2, Me- 3, ... , 1, 0, where z(t, ·) is the solution of (1.8). 
Let us introduce the cost functional 

1 r 1 rT 
Je(v) = 2 }Q Xo(cp~(t)) 2 dxdt + 2 Jo w

2
(t)dt + Iu(v ), ( 4.17) 

where Iu ( v) is the indicator function of the set U. If v; is an optimal controller 
for problem (Pe) then 

Je(v* + Av) - Je(v*) 
e A e 2: 0, \I A > 0. 

Thus, letting A tend to zero we get 

{ cpe(jldxdt + {T wwdt + J~( v;, v) 2: 0, V v E Tu( v;), ( 4.18) 
}Qo Jo 

where Qo = [0, T] X no. 
Multiplying (4.151) by ue and (4.161 ) by r:pe, using integration by parts and 

Green's formula, yields 

Now we multiply (4.82 ) by p, (4.152 ) by ue and, by subtraction, we get 

(A '11 \ 



Boundary optimal control for the phase-field transition 27 

Adding (4.19)-(4.20) and taking into account (4.102), (4.162), (4.21), we obtain, 
after some calculations 

{ PtiY:dxdt + { qtcp"dxdt 
JQ; }Qf 

1 [k A -E: f_ -E: te A -E: f_ -E: ] d d + . p ·uu - -u - -u<p - -cp x t 
Q; T 2T 4aT 

+ f. q [e ~cp" + -
1
-cp" + ~u"] dxdt- k f . pw(t)g(x)dxdt 

}Q; T 2aT T lr:.; 

= f cp" cp" dxdt 
JQ; 

i.e., taking into account (4.81), (4.101), 

f . Ptii"dxdt + f qtcp"dxdt + f pu~dxdt + f qcp~dxdt-
JQ; JQ; JQ; JQ; 

- k f pw(t)g(x)dxdt = f <pc:cp"dxdt. 
lr:.; JQ; 

By Fubini's theorem and definition of distributional derivative, the latter implies 

-k f. pw(t)g(x)dxdt = f cp"cp"dxdt 
lr:.; JQ; 

and then (4.18) becomes 

l[-kpg(x) + w(t)Jw(t)dxdt + I~(v;, ii)?: 0 Vii E Tu(v;), (4.22) 

where w(t) = 1t ei3(t-s)ii(s)ds . From (4.22) we get 

1T r(t)ii(t)dt+l~(v;,ii)?: 0 Vii E Tu(v;), (4.23) 

where 

r(t) =iT (fan (w(s)- kp(s,x)g(x))dx ) ei3(s-t)ds. 

From (4.23) we obtain -r(t) E olu(v;), a.e. t E [0, T], where o denotes the 
subdifferential, and 

v*(t) = { R, if r(t) < 0 
" 0, ifr(t)>O. 

(4.24) 

Summarizing, we have proved the following maximum principle for problem 
(pq 
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THEOREM 4.1 Let ( u; , cp; , w;, v;) be optimal in problem (Pc ). Then the op­
timal control is given by ( 4.24) where (p, q) satisfy along with u;, cp; the dual 
system (4.15) - (4.16). 

5. A numerical algorithm and a numerical example 

The aim of this section is to give a conceptual algorithm in order to compute the 
approximating suboptimal control of problem (P) stated in the first section, i.e. 
(see Theorem 3.1), to compute the approximating optimal control of problem 
(Pc) given by ( 4.24). For simplicity, we have proposed a gradient type method 
in this sense (see also Barbu, 1988, and Mow~anu, 1993). For a much better 
and faster algorithm in this area we refer to Sachs (1994) . 

Algorithm CPHT-2D (C ontrol PHase Transit ion-2D) 

PO. Choose vc ,(O) E U; set iter:= 0. 
Pl. Compute wc,(iter) from (1.6), i.e . 

w~,(iter ) = f3wc,(iter) + vditer) on [O, T], wc,(iter)(O) = O; 
P2. Compute (uc,(iter) , cpc,(iter)) from (1.5), (1.7) , (1.8) , i.e. 

P2.1. Compute z from (1.8); 

P2.2. Compute (uc,(iter), cpc,(iter)) solving the linear system (1.5), (1.7); 

P3. Compute (pc,(iter) , qc,(iter)) from (4.15)-(4.16); 
P4. FortE [O,Tl, compute rc, (iter)(t) and iic,(iter)(t) given by 

rc ,(ited(t) 

= lT (lao (wc ,(iter) (s)- kpc,(iter) (s ,x)g(x))dx) exp(f3(s- t))ds, 

iic,(iter)(t) = { R, if rc,(iter) < 0, 
0, if rc,(tter) > 0. 

P5. Compute >.iter E [0, 1] - the steplenght of the gradient method, solution of 
the minimization process 

min{f(>.vc,(iter) + (1- >.) iic, (iter) ), ). E [0, 1]}. 
Set vc,(iter+l) := AiterVc,(iter) + (1- Aiter )iic,(iter) 0 

P6. (the "Stopping Criterion") 
if llvc,(iter+l) _ vc,(iter) II ::; 71 
then ST OP (the algorithm is convergent) 
else iter := iter + 1 ; Go to Pl . 

REMARK 5.1 The "Stopping Oriterion" in P 6 may be also 
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Figure 1. The initial value uo(x, y) Figure 2. The initial value cpo(x, y) 

Let us briefly discuss the main steps in algorithm CPHT-2D. For approxi­
mating the solution of the nonlinear parabolic system (1.1)- (1.3), we have used 
a numerical method offractional steps type (see Moro§anu, 1997) . This method, 
expressed in step P2, avoids the iterative process required by the classical ap­
proaches (e.g., Newton's type method) in passing from a time level to another 
(see also Moro§anu, 1997 for additional details) . Moreover, we point out that 
the equation (1.8) in P2.1 can be solved directly, by separation of variables. 
The values of Aiter from P5 are chosen from the sequence 

1 - d, 1 - 2 * d, 1 - 3 * d, . .. '0 
1 " • ' • ,.... ,..._, ,.... 
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have a finite number of options for A, we choose Aiter = A, the value from the 
above sequence which minimizes 

j "(Avc:,(iter) + (1- A)vt:,(iter)), A E [0, 1] . 

Next , for completenes, we ilustrate our algorithm by a concrete numerical 
computation. For this, let the domain !1 = !lo be [0, 1] x [0, 1] C R2 and the 
time interval be [0, 2]. For t he time as well as spatial discretization we use 
uniform discretizations. The time step chosen was c: = 0.4 (i.e. Me: = 5). The 
triangulation of the spatial domain is obtained by dividing x- and y- axis into 
equidistant subintervals of length dx = dy = 0.048 and then dividing each of the 
resulting subsequares into two triangles. The values of parameters are: ( = 0.5, 
a = ..;!,, T = l.Oe + 5 * e' l = 0.6, k = 0.06, h = 1.2, f3 = 1. 

We shall present now the numerical example. Figs. 1 and 2 show the initial 
conditions. We chooseR= 200 and v~ , (o) = R/2, i = 1, 2, ... , Me: . In Table 1 
we present the results obtained: 

120 
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80 
FIGURE 3 
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25 

iter j"(vc:) 
1 4.162858e+ 03 
3 2.091130e+03 
5 8.291100e+02 

Table 1. 
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The optimal value j"'(v;) = j(v*) = 5.127619e + 01 was obtained in 8 itera­
tions. The corresponding approximating optimal control is 

v; = (9.739e- 01, 9.739e- 01, 9.739e- 01, 9.739e- 01, 9.739e- 01). 

So, the reader easily can appreciate that the algorithm CPHT-2D is func­
tional and, in consequence, may be implemented on a computer with higher 
performance, permiting the use of finer discretization. 

Figures 3 and 4 show the approximate solution u; and cp;, respectively, 
corresponding to the approximating optimal control v; (see Theorem 4.1). 

Finally, we underline that the numerical results do not have in view the phys­
ical aspects. They are given only to implement the conceptual algorithm. The 
comparison between the algorithm CPHT-2D and other numerical algorithms 
for approximation of the optimal control of problem (P), as well as numerical 
results regarding the physical nature of this problem, are a matter for further 
investigation. 
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