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1. Introduction 

The problem of small-time local attainability of a closed set with respect to a 
control system is not reduced to the problem of small-time local attainability 
at every point of the set. So, it needs a specific study. This problem has been 
partially studied using mainly zero order and first order approach (see the papers 
Soravia, 1978, Bacciotti and Stefani, 1980, Veliov, 1994 , Veliov, 1997, Clarke 
and Wolenski, 1996, etc.). We would like to mention also the paper Krastanov 
and Quincarnpoix (2001), which is closely related to the considered problem. 
A class of high-order variations to the attainable set is defined and a different 
sufficient STLA condition is proved there. 

To state the problem of small-time local attainability, let us consider the 
following control system: 

i(t) E F(x(t)), (1) 

where F : Rn ~ Rn is a multifunction with compact and convex values. An 
absolutely continuous function x(-), satisfying (1) for almost every t from [0, T], 
is called a trajectory of (1) defined on [0 , T]. For a fixed point x and forT> 0, 
the at tainable set A(x, T) of (1) from x at time T > 0 is defined as the set of 
all points that can be reached in time T from x by means of trajectories of (1). 

This research was part ia lly supported by the Ministry of Science and Hi .c:her Education-
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DEFINITION 1.1 Let S be a closed snbset of R". It 'is sa·id that S is srnall-t'ime 
locally attainable (STLA) w-ith 1·especl to the contTOl system (1) 'iff fo r any T > 0 
theT·e ex'ists a ne·ighbo·uThood n of s s·uch that for· eveTy point :r E n the'l'e ex'ists 
an adm-issible tmjectoTy of the contm l system (1) sta'f't'ing ]'rom the point :c and 
1·each·ing the setS in tiTne not g·,.eale·,· than T , i.e. A(:~:, t) n S f= 0 for sante 
t E [0 , T]. 

To present a general sufficient STLA condition of zero-order of a control 
system with respect to a s t, we follow the notations from the paper by Clarke 
and Wolenski (1996): Let S be a compact subset of Rn. We se t 

Sr := {y E Rnl ds(y , S) :S r}, 

where 

ds(y) := inf{IIY- s ill s E S} . 

If x is an arbitrary point from Sr \ S, we set 

7r(x) :={yES lil Y- :e ll = ds(x)}, 

i.e. 7r(x) is the set of all metric projections of the point :con the setS. 
Let us consider the control system (1) mtder the assumption that F is con­

tinuous of modulus w near S, i. e. 

!::. (F(x) , F(y)) :::; w( ll :r- yll), for a ll :r , y nearS, 

where!::. denotes the Ha usdorff metric and w : [0, oo) --+ [0, oo) is a uondecreasing 
continuous function with w(O) = 0. Let y belong to the l.Joundary aS of the 
set S. A vector ~ E R 11 is called a proximal norrnal to S at y provided there 
exists r > 0 such that the point y + .,.~ has y as the closest point. The set of 
all proximal normals at a point y is a cone. T his cone is denoted by N~ (y) (for 
a detailed treatment of proximal ana lysis and some of its applications, see for 
example the books by Clarke, 1983, and Clarke, Ledyaev, Stem and Woleuski , 
1998) . Using these notations, the resul ts of the papers by Veliov (1994, 1997) , 
and Clarke and Wolenski (1996) can be formulated as follows: 

THEOREM 1.1 S·uppose that S 'is a nonernpty and compact s·ubset of R", and 
F : Rn =? R" is a contin·tw·us nmlli]'unction of ·modnl·us w wdh compact convex 
val-ues. S·uppose that the1·e ex'ists 8 > 0 so that, whenever· y E S and~ E N~(y), 
there exists v E F(y) fm· wh·ich 

(~, v) :S -811~11· (2) 

Then S is STLA with 'l'especl to (1). 

Unfortunately, if the inequali ty (2) is violated a L some boundary pointy of S 
(for example, when a ll admissible velocit ies are "tangent." to the closed set S at 
y), we can not apply Theorent 1.1. The fo llowing silllple example demonstrates 
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EXAMPLE 1.1 Let 51 = {(x,y) E R 2 I 0:::: X :::: 1, y:::: 0} and lel ·ns consider 
the .following contml system 

X = 'tL, 

y = y + 1- X+ V, 
u E [-1 , 1], 
v E [-1, 1]. 

(3) 

The origin is a boundary point of 5 1 and the vector n = (0 , 1f is a proximal 
normal to 51 a t the origin. Since the scalar products of the vector Tl. and all 
velocities admissible a t the origin (see the control system (3)) are not negative, 
we cau uot apply Theorem 1.1. Applying some of the ideas related to small­
time local controllability a t a point (see, for example the papers by Hermes, 
1978, Veliov and Krastanov , 1986) , we can construct a high order va riation of 
the attainable se t at every point belouging to some neighbourhood of 5. Using 
this vari a tion, we can move towards the set 5. For example, let T E [0, 1], 
t E (O,T/2] and z = (O,yf withy > 0. We set Vt(s) = -1 for every s E [O ,t] 
a nd 

{ 
1 

ut(s) = -\ 
if s E [0 , t]; 
if c; E [t. , 2t]. 

It caa be directly checked tha t the tra jectory z1 (-) = (x t(-) , yt(-)), starting frmn 
the poiut z and corresponding to the controls li t(-) and Vt (-), is well defined on 
[0, 2L], :c1.(2t) = 0 ami 

(5) 

Hence, we cau represeut z1 (2t) as follows: 

- 2 3 z1(2t )- z + a(t , z )- L A(z ) + O(L , z ), (6) 

where A(z ) = (0, - 1f, a(L, z ) = (0, (e2 1
- 1)yf and O(t3 , z) = (0, 2e1

- e2t-

1 + i 2f. Taking iato account that rls, (z) = y, we obtain that 

(7) 

for suitable chosen positive number M and N . The expansion of the solutioa Zt 

in the fonn (6) ami the estimates (7) motivate our Definition 2.1 of a high order 
variation of the attainable set at a point (for this example, A(-) is a variation 
of second order of the a tta inable set with respect to 5 1 a t the point z). 

It caa be direct.ly verified that the origin is a metric projection of the point 
z on the set 5 1 , the vector n = (0, 1)T is a normal to 5 1 at the origin and 

(n , A(O)) = -1. 

So, a na tura l question is to ask whether a result analogous to Theorem 1.1 holds 
true , if we replace the velocities from the inequality (2) by high order varia tions. 
The answer is "yes" , and this is the main result of the present paper. As a direct 
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EXAMPLE 1.2 Let 52 = {(x , y) E R2
1 y ~ 0} and let us consider the following 

contr·ol system 

X= 'U, 

i; = x3 + x2. 
(8) 

The set 52 is not compact. Moreover , at the origin all trajectories are tangent 
to 52. Hence, we can not apply Theorem 1.1. If we assume that there exists a 
constant M > 0 such that the values of the admissible controls belong to the 
interval [-M, M], then it could be directly shown that the set 52 is not STLA 
with respect to the control system (8). But, when there are no bounds on the 
values of the admissible controls, our main result implies that the set 52 is STLA 
with respect to the control system (8) (see , also Jurdjevic and Kupka, 1985) . 
The proof is based again on construction of suitable variations: Let T E [0, 1], 
(x , 0) be an arbitrary boundary point of 52, z = (x, y)Y, y > 0, m > max(1, lxl), 
t > 0, 2t4 /n~3 < T, M = m 4 jt5 . We define the following control function: 

{ 
-M if s E [0 t4 /m3

]· 

'Ut(s) = M, ' if s E [t~/m3 , 2t~/m3 ] . (9) 

It can be directly checked that t he trajectory zt (-) = (x 1(-) , Yt(-)) start­
ing from the point z and corresponding to the control ·u1 (-) is well defined on 
[0 , 2t4 /m3], Xt(2t4 /rn3 ) = 0 and 

( 
2x3 2:c2) 4 + -+- t. 
rn3 rn3 

Thus, we may represent Zt(2t4 jn1a) as follows: 

T 

Zt(2t4 jm3 )= z - tA(z)+O(t2 ,z), whereA(z)= (o,-~) aml 

( ( ) ( ., ) ( 3 2 ) )T 2 2 2:r; 2 2:c 3x~ .3 2x 2x . 4 O(t z ) = 0 - +- l - - + - t + - +- t 10) 
' ' 3m m. m 2 2·m2 n~3 rn3 

Taking into account our choice of rn , we obtain tha t 

(11) 

The expansion of the solution Zt in the fo rm (10) aud the estimate (11) show 
that A(-) is a variation of first order of the attainable set at the point z . 

The vector (0, 1)Y is a normal to 52 at t he point (:c,O) and 

1 
(n, A(x, 0)) = - 2. 

Since (:c, 0) is an arbitrary boundary point of 52, our rnaiu result implies that 
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2. The main result 

Our approach to the study of the STLA property is based on a suitable class of 
high-order variations: 

DEFINITION 2.1 LetS be a closed s'Ubset of R11
, T > 0, x E 5,. \5 and A: 5,.---* 

Rn be a cont·in'UO'Us function. It is sa·id that A is a VUil·iation of or·der a > 0 of 
the attainable set of the control syste·m (1) at the po·int x ·iff there ex·ist pos·itive 
·real n·uTnbers T , M, N, B, {3 > a, p; , ·i = 1, ... , k and 1 ~ ql < q2 < · · · < qk , 

s·uch that for each t E [0 , T] the following ·incl'Us·ion holds tr"ue 

x +to: A(x) + a(t , x) + O(t f3 , x) E A(x, p(t)), (12) 

wheTe p( t) = 2:.::7= 1 p;t'~', and the contin'UO'US f'Unct ·ions a( ·,·) : [0, T] x 5,. ---* Rn 
and 0(-, ·) : [0, T] x 5,. ---* R" sat·ic'ij'y the following est·imates 

lla(t, x) ll ~ M /.H d5(:c) a·nd O(tf3,x) ~ N t .r3, t E [O,T]. 

By V~' we de·note the set of all var"iat·ions of onleT o of the atta·inable set at x. 

REMARK 2.1 An open q·uesiion is how to consiT"UCt elements of the set v~. 
Pa'l'lial answe·1·.s can be fo und ·in /.he pupe·rs where the local properties of the 
altuiirwble set aTe si·ud·ied (for e:wm7Jle , Agntchev and Gamkrelidze, 1993, Hian­
chiu.i and Stefani, 1990, B·ntnovc;/.:y, 1974 , Fmnkow.ska, 1989, Hermes, 1982, 
Kawski , 1988, Su.mnunn, 1987, Vehov, 1988, etc.). 

DEFINITION 2. 2 Let T > 0 and T > 0. Il is said that V is a reg·ula·,· subset of 
the set U :r E5 r \5 v~ ' pmvided that there eJ;ist posit·i·ue COTI.start.ls T, (-I> et, B, L , 
M , N , C and P such that fo ·1· e·ue·,·y A E V n V~ w-ith corre.;punding p( t), a( i, x) 
and 0( t f:J , :7.:) (acccrrding to Definition (2.1) ), the follo w·ing ·,.elat·ions hold t·me: 

·i) II A(x)- A(y)ll ~ Lllx- Yl l fm· all'!) E n(x); 
i·i) IIA(:c)ll ~ C; 
·i·ii) lla(t , :c))ll ~ M.t8 .d5(x) fo ·r all t E [0 , T]; 
·iv) IIO(tl3,x)) ll ~ N.t /3 fortE [O,T]; 
v) lp(t)l ~ P.t for all t E [0 , T]; 
vi) x +to: A(x) + a( t, x) + 0( tf3, x) E A(x, p( t)) for all t E [0, T]. 

REMARK 2.2 The reg'Ularity of a set of variarions of the Teachable set V means 
that: 1) all elements of V are Lipschitz contin'Uo'Us fun ctions defin ed on a ne·igh­
bo'Urhood of the set S with one and the same L·ipschitz constant; 2) all fun c­
tions r-elated to the elements of V (according to Defini tion (2 .1)) aTe 'Uniformly 
bo·unded on this neighbo'Ur-hood. In O'Ur furth er considemt·ion we shall use only 
1'egular subsets of the set U xE5r \5 v~· . This assumption is technical and y'Uamn­
tees the existence of s'U'itable bo·unded iTujec:ioTies of the conside·red contml systern 
(1) well defin ed on some fixed inte-rval [0, T]. Th·is is esyJeciully impo·rtant .(o1 
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Now we can formulate the main result: 

THEOREM 2.1 S·uppose that S -is a nonernpty closed s·ubset of Rn, V is a reg'Ular 
s·ubset of UxESro \5 v~ and b > 0. Let 'US ass·ume that whene-ver X E Sro \ s' 
y E ?T(x) and~ E N~(y) theTe exists A E V n V~ for· which 

(~, A(y)) :S -b.ll~ll- (13) 

Then the contr·ol system (1) ·is STLA with Tespect to S. 

Let 8(x) be the minimal time of steering to the set S from the point :c by 
means of a trajectory of the control system (1), i.e. 8(x) := inf{t 2: 0, such 
that z(O) = x, z(t) E S for some trajectory z(.) of the control system (1)}. The 
rnap 8( ·) is called time opt.irnalmap of reaching the setS. Theorem 2.1 implies 
directly the following corollary: 

COROLLARY 2.1 S·uppose that the ass·umptions of TheoTern 2.1. hold tr'Ue. Then 
the·re ex·ists a constant C > 0 such that 

8(x ) :::; C.ds(:v )1fa (14) 

for every :c from sorne neighbo'Urhood U of S . 

PROPOSITION 2.1 S·uppose that there exist positive constants o:, r, C, I< and CJ 

joT which the follo'W'ing conditions hold tT·ue: 
V 8(x) :S C.ds(:c) 11a fo r e·ue·ry x fmm Sr . 
ii/ if z(.) ·is a tmjectoTy of the contml system ( 1) defined on [0, T] S'Uch that 
z (T) E S, and if y is a point fmm Sr \ S S'Uch that IIY- z(O)II :::; CJ, then ther-e 
exists a trajectory zy( -) of (1) S'Uch that 

zy(O) = y and ll zy(t)- z(t)ll :S eKtllzy(O)- z(O)II for· every t E [0, T]. 

Then 8 is 1/o:- HoldeT contin·uo'Us in Sr. 

REMARK 2.3 UndeT the ass'Umptions of Theorem 2.1, condd·ion ·ij holds always 
tr"ue. Condition ii/ is satisfied joT control systems wdh Lipschitz contin·uo'Us 
right-hand side (see, joT e:cample the paper by Bianchini and Stefani, 1990) . 

3. Proofs 

Proof of Theor·ern 2.1. The regularity of V implies (according to Definition (2.2)) 
the existence of positive constants T0, f3 > n, B, L, lvf, N, C and P for which 
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Let us fix an arbitrary T from the interval (0, T0] and let T be a real number 
for which the following relat ions hold true: 

. { 8 (1- p)""To:C2 T0C2
} 

0 <,. < mm To, 2_L'2 po: 8 ,2-8-

2 ( T.8 )
281

0: T.L.8 ( T.8 )
8

/o: 82 

M 202 + CZ + 2M 2C2 < 16C2 ' 

( 
T.8 ) IJjo: ( T.8 ) (!J+IJ -a)jo: ( T.8 ) (fj-o:)jo: 8 

M C 2C2 + M N 2C2 + N 2C2 < 2' 
N2 (!!___) 2({3-o:)/n 

2 
N (!!___) (fj-a)/a ~ 

cz 2C2 + C 2C2 < 4' 

where 

p := ( 1 - ~)l/2o 
8C2 

(15) 

(16) 

(17) 

(18) 

This choice of T is importaut for ohtaining all the necessary estimates in the 
proof. 

Let x he an arbitrary point from Sr \ S am! y he au arhitrary point from 
the set 1r(x). Then, [[y- x[ [ = cls(x), 0 ::/=:r - yE N~(y), and according to (13), 
there exists an element A from V n V~, for which 

[[ A(y) [[ 2 ( 1~11 ,A(y)) 2 8. 

Then, (15) implies that 

8 8 
C 2 [[ A(x) [[ 2 [[ A(y) [[- L[[y- x [[ 2 8- L.T 2 8 - 2 = 2· (19) 

According to Definition 2.1, the relation A E V~ implies the existence of Px,y(-), 
a(-, ·) and 0(-, ·) such that for all t E [0, T] 

Zx,y(x, t) := x + a(t,x) +to: A(x) + O(t fj, x) E A(x,Px,y(t)). (20) 

Moreover, the regularity of V implies that for all t E [0 , T] 

[[ A(x) - A(y) [[ :::; L[[x- y[[ , [[ A(x) [[ :S C, 
[[ a(t,x) [[:::; M.tl1.cls(x), 
[[ O(tfJ,x) [[ :::; N.tf3 ancl[p(t) [ :::; P.t. 

Then for every t E [0 , T] we have that 

ds(zx,y(x, t)) 2 :S [[ zx,y(x, t)- y[[ 2 = [[(zx,y(x, t) - x) + (x- y)[ [2 

·· ' 2 

(21) 
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+ 2 (a(t, x) + t"' A(x) + O(tf3, x), x- Yl + llx- Yll 2 

~ (M.t 8ds(x) +taG + t f3 N) 2 + 2t"'(A(y),x- y) 

+2t"'(A(x)- A(y),x- y) + 2 (a(t,x) + O(t13 ,x),x- Yl + ds(x) 2 

~ M2t28d~(x) + t2"' C2 + N 2t2f3 + 2MCtO+"'d5 (x) +2M NtO+f:Jds(x) 

+ 2NCta+{3- 28t"'ds(x) + 2t"' Ld~(x) + 2Mt8 d~(x) + 2tf3 Nds(x ) + d~(x) 

= d~(x) [1+M2e8 +2taL+2Mt8] +2t0 d5 (x) [-8+MCt8+ 

[ 
t2(f3-a)N2 2tU:J-a)N] 

M Nt8+!3-a + Ntf3- a] + t2"'C2 1 + + ---C2 C . 

We set 

t. := (8ds(x))l/a 
' 2C2 

According to (15) and (21 ), 

0 < t"' <To and 0 < Px y(tx) < T. 

Then, by applying the inequalit ies (15)- (18) we obtain that 

ds( z,, ,y(x, tx)) 2 ~ d~(x) [1 + M2t~8 + 2t~L + 2Mt~ ] 

+2t~ds(x) [-8 +MGt~+ MNt~+P-a + Nt~-a] 

2 2 [ t~(,B -a ) N 2 2t}!-a) Nl 
+tx"'C 1+ C2 + C 

= d2( ·) [ M 2 ( 8ds(:r))
281

"' L8ds(x ) 2M (8ds(x))
8/nl 

s X 1 + 2C2 + C2 + 2C2 

8d~(x) [ (8ds(x))e; a (8ds(x))(8+{3- o: )fa 
+2~ -8+MC ~ +MN 202 

( 
8ds(x)) ({3-a) /al 

+N 2C2 

82d~(x) 2 [
1 

(8ds(x))
2
({3-a)/o: N 2 

2 
(8ds(x))({3- o: )/o: Nl 

+ 4C4 C + 2C2 C2 + 2C2 C 

[ ( 
8r )

28
/a L8r ( 8r )

8
/"'] ~ d~(x) 1 + Mz 2C2 + C2 +2M 2C2 

8d~(x) [ ( 8r ) 8/o: ( 8r ) (8+{3 - o:)/o: 
+ ----cz -8 + MC 2C2 + MN 2C2 

( .!..!.._ \ ({3-a)/al 
+ N __ l 

(22) 
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Thus, for every point x from Sr \ S the following estimation holds true: 

2 2 ( 8
2 

) . ds(z,,y(:c, l;x)) :::; ds(x ) 1-
802 

, I.e. 

~ 
ds (zx ,11 (x, t,)) :::; q.ds(x), where q := y 1- 8C2 (23) 

Taking into account (19), we have that 0 < q < 1. Thus, zx,y(x, tx) E Sr. If 
we assume that Z:e,y (x , tx) E S , then (20) and (22) imply that the set S can 
be reached from the point x in time lh,y(tx), which is less than T , and we are 
done. Let us assume that Zx,y(x , t, ) rf. S. Then the estimation (23) means 
that. z",,11 (:c, t,) E Sr \ S . We set p := q11o· (clearly, 0 < p < 1), x 1 := Zx, y(:c, tx) 
and :cz := z,, 1111 (:c 1 , t,, 1 ), where y1 is an arbitrary element of 1r(x l), and 

·- ( 8ds(:c1) )
11

"' (8qds(:t) )l/o _ ( 8ds(:z:) )
11

"' l/o: _ 
t,,, .- 2C2 :::; 202 - 202 .q - p.tx, 

(according to (23)). Since the estimation (23) holds true for arbitrary point 
x E Sr \ S, we apply it for the point :z:1 and obtain that 

Moreover , 

where Tz = Px,y (tx ) + p, 1 y1 (tx 1 ). Let us assume that :rz E S. Since 

we obtain that the set S can be reached from the point x in time T2 which is 
less than T, i. e. we are done. 

Assuming that xl,xz, ... , x k,k 2:2, does not belong to S, we continue in 
the same way by setting Xj+l = z,,Y, (xj, t,, ), j = 2, ... k - 1, where Yi is an 
arbitrary element of 1r(x1) and 

·- ( 8ds(xi-1) \ 
11

"' ,: _ C) '-
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Using again (23), it cau be proved inductively that 

t,
1 

:=:S p.(,;_ 1 ::; pi.t,c, ds(:L;j)::; q.ds(:r.i-d::; 1/.ds(:c) 

Xj+l E A (xJ,P"' i.'li (t,,)) C A(x, Ti+l), where 

Tj+l := Px ,y (tx) + 'P:r 1 y 1 (t,,.J + · · · + 'P>:j!Jj (t,,.J 

( , , i) P.tx ::; P. 1 + p + ... p t,, ::; -
1 

- < T 
-p 

(the last inequality holds true ecause of (15)). 

M. KRASTANOV 

(24) 

(25) 

(26) 

(27) 

According to (24), (25) , (26) all(! (27), the existence of a positive integer 1.: 
such that :ri rf. S for j = 1, ... , k- 1 and :ck E S means that the set S can be 
reached from the point x iu a positive time T~,; , which is less thau T, i.e. we 
are done. Let us assume that Xk rf. S for every positive integer 1.:. According 
to (25), every point x~,;, 1.: = 1, 2, 3, ... determines an admissible trajectory z~,;(-) 
of (1) defined on [0, Tk] and such that zk(O) = x and z~.:(Tk) = :ck. Clearly, 
0 < Tk < T and {Tk} k=l is a uionotouically increasing sequence ofrealnuu1bers. 
Let {Tk}k=l _, T*. Clearly, 0 < T* ::; T. Accordiug to Theorem 3.1.7 from 
Clarke (1983) , there exists a subsequence {z~.:,(.)}k'=l and a trajectory z(·) of 
(1) defi ned on [O , T*] such that Zki (t.) _, z(t) unifonuly over [O , ruin{Tk,, T*}]. 
Applying (24), we obtain t hat 

ds(z(T*)) = lim ds(z(n:;)) = lirn ds(zk;(1"k )) = 0. 
J----+0::::, . :J-HX; . J 

This and. the inequalities 0 < T* ::; T imply that the set S can be reached from 
the point x in a positive til!le T* which is not greater than T, i.e. we arc done 
in this case too. • 

Pr-oof of Pmpos·ilion 2.1. Our proof follows the corresponding proof from the 
paper by Bianchini and Stefa11i (1990), considering the case when S is a point 
and the cont rol system is determined by a differential equation. 

We set 

(28) 

Let x belong to the interior of the set Sr and Jet U be a neighbourhood of x, 
such that 

u c s,. n { y E Rn I II y - X II ::; ;~ } n { y E Rn I II y - X II ::; (j}. 

Let y1 and yz be arbitrary points from U. Suppose 8(yl) < 8(yz). Fix an 
arbitrary c from the interval (0, 8(yz)- 8(yl)). Since 0::; 8(yl) < 8(yl) + c, 
there exists a trajectory z1 (-) of (1) starting from y1 that reaches S in some 
time T with 
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Accordiug to assumption ii / there exists a trajectory z2 (-) of (1) starting from 
y2 , defined on [0 , T] and such tha t for every t E [0 , T] 

llz2(t)- z,(t)ll :S eKt iiY2 - Y1ll · 

Because Y2 E S,., we obtain that 

T :S 8 (y2 ) :S C.'f'l/a. 

Om choice of U, (28) and t he inclusion z1 ( T) E S imply tha t 

lld s(z2(7))11 :S llz2 (T)- z,(T)II :S eKTI IY2- Y1 ll :S D II Y2- Y1 ll :ST. (29) 

So, z2 (T) E Sr and by assumpt ion i/ 

G(z2 (T)) ::; C.ds(z2(7)) 1/0'. 

T hus, according to (29), 

8(y2) ::; T + 8(z2(T)) ::; 8 (yl) + E + C.ds(z2(7)) 1/0' 

::; 8(yi) + C.D ' /a· II Y2 - Y1 II11(Y + E. 

Since 8(y1) and 8(y2) do not depeud on c, we obtain tha t 

ll8 (y2) - 8 (yl) ll :S CI IY2 - Yl ll l/o, 

where 

C := C.D 11° . • 
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