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lated to follow the output of reference model. The effectiveness of 
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1. Introduction 

In this paper, we deal with the optimal design problem of model following control 
in which there are nonlinear disturbance and uncertain parameters, where the 
output is regulated to follow the output of a reference model. In order to 
determine the optimal feedback and feedforward parameters of our system, a 
genetic algorithm is carefully designed. 

Model following control is also called approximate model matching con­
trol whose performance and dynamic property are determined by the reference 
model, that is, the control will correct the plant so as to coincide with the prop­
erties of the reference model. A lot of research works on output feedback have 
been restricted to the area of stability (Zeheb, 1986, Steiberg and Corless, 1985). 
The research works concerning model following control have also been done in 
the control theory of state feedback (Oya et al., 1989). When the plant involves 
uncertain parameters (such as unknown disturbance, nonlinear term), H00 opti­
mal control, robust control as well as other linear control systems are discussed 
in a wide range (Frencis, 1987, Vidyasagar, 1985, Iwai et al., 1994, Chen et al., 
1992). However, the discussed techniques of output feedback are focused on the 
stability of control system but not on the reference model following control. 

The purpose of this paper is to provide a genetic algorithm for optimal de­
sign of gain parameters in a reference model following control system in which 
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the output of the plant model is regulated to follow the output of a reference 
model based on the plant state feedback and the reference model state feed­
forward. Furthermore, some numerical examples are presented to illustrate the 
effectiveness of the proposed genetic algorithm. 

2. Problem description 

Consider the following SISO systems described by the n order controllable 
canonical form 

xp(t) = Apxp(t) + bup(t) 
Yp(t) = c~ xp(t) 

x1n(t) = A1nx1n(t) +bum 
Ym(t) = c?;.xm(t) 

where Ep is the plant, Em is the stable reference model, and 

Ap = N + b{ap + ap(xp,t) + ~ap}T, Am= N + ba?;,, 
b = (0,0, · · · ,0, 1f ERn. 

(1) 

(2) 

In the above equations, N is the nilpotent matrix, ap(Xp, t) is a term of 
nonlinear function, and ~ap is a term of uncertainty with known upper and 
lower boundaries; a?;. is the parameter of the reference model, Um is a step 
signal. Parameters ap and cp are known, and xp(t) are observable. 

The stable integral type interacter polynomial of the plant is expressed by: 

( ) v v-l JLo 
0" S = S + JLvS + · · · + /Ll + -, 

s 

where JL = (JLo, · · · , /Lv) E Rv+l and v is the relative degree of the system. 
In order to obtain robust model following performance when there exist 

time-varying parameters, an integral compensator is necessary. Therefore, the 
control input in (1) is assumed as (3), and the following error is given in (4). 

up(t) = -kJ Xp(t) + k?;.xm(t) + mu1n(t) 

-r: J Xp(t) dt + j;. J Xm(t) dt 

~ = Ym(t) - Yp(t), 

(3) 

(4) 

where kp, fp, km and fm are the gains of feedback and feedforward signals, 
respectively. 

The purpose of this paper is to present an integral type linear control scheme 
with fixed gains so that ~ ~ 0 for any input Urn. 

When 6.ap = 0, the following results are given in Yamane and Zhang (1996) 

(5) 
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(6) 

(7) 

(8) 

where w = eT Av-lb w - eT Av-lb m - :!£!!1. and ii(s) - sv + " sv-1 + · · · P p p ' m - m m • - wp ' - .-v 1 
. . . +Ill· 

Thus, controller gain can be calculated according to a tL = (tLo, · · ·, /lv) E 
Rv+l from the equation involving the a(s) coefficient. 

The tL can be altered arbitrarily in the polynomial stable range. When 
6ap i= 0, the controller gain in (6) and (7) will not be determined. So, we 
can calculate controller gain using the Aap = 0 condition. If we introduce (3) 
into ( 1) and combine the reference model with its extended system, we can 
obtain 

{ 
i} = Ary + "fUm 
e = 1rTrJ. 

(9) 

Let us suppose that A is a stable value. Then, the detailed question is as 
follows. Suppose Aap is an unknown number under Um given arbitrarily. We 
can introduce an evaluating function J to obtain the following error e tending 
toward zero: 

J= fo"{eQe+up(tfRup(t)}dt. (10) 

Here, J depends on Aap,/l,Um,xp(O),xm(O),r (r > 0), and r is the time of 
a test control. In our paper, to simplify, we assume some parameters, such as 
Xp(O), Xm(O), urn, r , to be constant. Because Aap is an unknown number, the 
optimal design problem can be described as a min-max problem 

min{max{J(tL, Aap)} }. 
J-1 Aap 

(11) 

In general, we can solve the min-max problems using GA methods. In solving 
for the J function, we assume that Aa; was taken as Aap when J attained the 
max value; and /l* was taken as tL when J attained the min value. 

According to the evaluation function, in the following section an optimal 
design of model following scheme for Aap i= 0 is presented based on a genetic 
algorithm. 



74 X.ZHANG,Y.YAMANE 

3. Design of a controller with GA 

In this section a genetic algorithm for optimal design of the robust model fol­
lowing controller is developed. The following problems will be included: initial­
ization process, evaluation function, selection operation, crossover and mutation 
operations. 

3.1. Initialization process 

We suppose the initial generation number (gen) is 0, and the end number of 
generation is GEN, and assume the following vector 

V = ( /10 /11 /Lv ) 

is the chromosome representing the optimal robust solution of the model follow­
ing system, and define an integer pop_size as the number of chromosomes. The 
number pop_size of chromosomes will be randomly initialized by the following 
steps: 

Step 1. Determine an interior point, denoted by V0 , in the constraint set. 
Step 2. Select randomly a direction din R 2 xn and define a chromosome V as 

V0 +M · d if it is feasible, otherwise, set M as a random number in [0, .M] 
until Vo +M· d is feasible, where M is a large positive number which 
ensures that all the genetic operators are probabilistically complete for 
the feasible solutions. 

Step 3. Repeat Step 2 pop_size times and produce pop_size initial feasible 
solutions. 

3.2. Stability and test control 

Step 1. Check the interaction polynomial according to Hurwitz criterion, if it 
is stable then go to Step 2, otherwise, go to Step 3. 

Step 2. Determine control gains according to (5)-(8), execute control test, and 
go to Section 3.3. 

Step 3. Control test is not executed because stability of the system is unknown, 
go to Section 3.4. 

3.3. Evaluation function 

In our calculations we refer to an evaluating function, so that for some uncertain 
parameters, we first choose one of them that will be changed with a given step 
length. When the value of the given parameter changes from the lower to the 
upper boundary, the other uncertain parameters can be given random values in 
the known area while the J function attains the maximum value. Then, we can 
obtain 11 corresponding to Vi using the GA method. 
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3.4. Selection operation 

The selection process is based on spinning the roulette wheel pop_size times. 
Each time we select a single chromosome for a new population in the following 
way: 

Step 1. Calculate the selection probability Pi and the cumulative probabil­
ity ak for each chromosome Vi ( i = 1, 2, · ·: , pop_size) as follows: 

pop_size 

F = L J(Vi) (12) 
i=l 

(13) 

k 

ak = LPi (14) 
j=l 

Step 2. Generate a random real number Tk in [0 , 1]. 
Step 3. If Tk .::; al, then select the first chromosome vl, vl means V£; other­

wise select the i-th chromosome Vi (2 ::; i ::; pop_size) such that ai-l < 
rk::; ai. 

Step 4. Repeat Steps 2 and 3 pop_size times and obtain pop_size copies of 
chromosomes. 

In this process, the best chromosomes yield more copies, the average ones 
stay even, and the worst ones die off. 

3.5. Crossover operation 

In accordance with the crossover operation of the unimodal normal distribution 
crossover (UNDX) from Ono and Kobayashi (1997): 

Step 1. Generate a random real number Tj; here, 0 ::; Tj ::; 1, j = 1, 2, · · · 
· · · , pop_size. 

Step 2. Define a parameter Pc of a genetic process as the probability of cross­
over. This probability gives us the expected number Pc-size of chromo­
somes which undergo the crossover operation. 

Firstly we generate a random real number Tj in [0, 1]; secondly, we select the 
given chromosome for crossover if rj < Pc. This operation is repeated pop_size 
times and produces Pc parents, on the average. For each pair of parents (vectors 
Vi' and Vj), based on UNDX, the crossover operator on Vi' and Vj will produce 
two children, Vi" and Vj', conform to (15) and (16) below: 

11 

Vi" = G + ZlFl + L ZkFk (15) 
k=2 

11 

Vj' = G- Z1F1- LZkFk (16) 
k=2 



76 X.ZHANG,Y.YAMANE 

V;'+ V~ ( 2) ( 2) ( where G = ~. zl "'N O,wl 'zk f'V N O,w2 k = 2, ... ,v), Wl = pdl, 

f3d2 F v:- v;, F ..l F (. . 1 ) ( . ...J. ') H b d w2 = ..;v, 1 = IV;'_ vi 
1
, i j 2, J = , ... , v 2 r J . ere, ase on 

UNDX, the d1 is distance between Vi' and Vj, d2 is vertical distance from the 
point of the chromosome 3 to line between Vi' and Vj; p, f3 are the weights of 
the random real numbers in unimodal normal distribution function. 

3.6. Mutation operation 

We define a parameter Pm of a genetic process as the probability of mutation. 
This probability gives us the expected number Pm · pop_size of chromosomes 
which undergo the mutation operation. 

When generating a random real number r in [0, 1], we select the given chro­
mosome for mutation if r < Pm. Let a parent for mutation, denoted by a 
vector 

V= ( f.to f.tl f.tv 

be selected. Select randomly a direction din R 2 xn and define a chromosome V 
as Vo +M· d if it is feasible, otherwise, we set M as a random number in [0, .1\1] 
until Vo + M · d is feasible, where M is a large positive number defined in the 
initialization process. 

gen f- gen + 1 
If gen ::::; GEN then go to Section 3.2, otherwise, simulation will end and 

the gain corresponding to the chromosome with maximum adaptation degree is 
used as control gain. 

Repeat the above process for all chromosomes. 
Following selection, crossover and mutation, the new population is ready for 

its next evaluation. The algorithm will terminate after a given number of cyclic 
repetitions of the above steps. 

4. Numerical example 

Here we will illustrate the effectiveness of proposed genetic algorithm for the 
optimal design of model following control by some numerical examples. Com­
puter simulations were executed on NEC EWS4800/210II workstation with the 
following parameters: population size = 30, probability of crossover Pc = 0.2, 
probability of mutation Pm = 0.4. 

The second order plant is described as follows 

xp(t) = [ -0.5 + ii~1 + L\apl -1 + iip~ + L\ap2 ] xp(t) + [ ~ ] up(t) 

Yp(t) = [1 O]xp(t) 

where xp(t) = [xp1(t),xp2(t)JT is the state vector of plant, up(t) is the control 
signal, iip1 and iip2 are nonlinear disturbances; L\ap1 and L\ap2 are uniformly 
distributed variables on the intervals [-0.2, 0.2] and [-0.4, 0.4]. 
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The reference model is described as follows 

Xm(t) = [ -~.5 !3 ]xm(t) + [ ~]urn, Ym(t) = (1 O]xm(t) 

where xm(t) = [xm1(t),xm2(t)]T is the state vector of the reference model. The 
initial state is 

Xp(O) = (0.6,0f, Xm(O) = (O,Of. 

The input of the reference model is Urn = 4. 
The purpose of the control is that the output of the plant with parameter 

uncertainties and nonlinear factors follow the output of the reference model 
robustly and fast, and the control up(t) is not performed with a too big signal. 
Based on the method stated in Section 3, the parameter J-Li of the interaction 
polynomial is determined. In this simulation study the test execution time T 
was 20 seconds, the weights of the evaluation function CP were Q = 3 and 
R = 0.5, the end generation number was GEN = 100. 

The programs for the proposed genetic algorithm are written in C language. 
We use it to solve the above numerical example. In this example, v = 2, we 
restrict the parameters in the following set 

{(J-L2,J-LI,J-Lo) I 0:::; J-Li:::; 30, i = 0, 1,2} 

which is clearly convex. 
The following parameters 

(J-L2, J-LI, J-Lo)* = (19.7, 5.6, 0.11) 

are used and the corresponding control gains are kJ = (19.2,4.6), k'f:, = (17.2, 2.6), 
JJ = (0.11, 0), JJ.. = (0.11, 0). So, the following control 

up(t) = -(19.2,4.6)xp(t) + (17.2, 2.6)xm(t) + 0.11 J {xml(t)- Xpl(t)} dt 

is obtained. The total CPU time of the NEC EWS4800/210II workstation is 
786.5 seconds. The plant and reference model output signals obtained by the 
genetic algorithm are shown in Figs. 1 and 2. In Fig. 1 the output of the 

2 

1 

no nonlinear disturbance 
and uncertain parameter 

10 15 20 
t 

Figure 1. Plant and reference model output signals 
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plant is given when there is no parameter uncertainty and nonlinear factors, 
that is, iip1, iip2, ~apb and ~ap2 are zero. Fig. 2 gives the output yp(t) when 
apl = e-tSint, ~a;l = -0.2, ap2 = e-(Xpl(t)+xv2(t)sint), ~a;2 = 0.39. 

2 
apl = e-t sin t, ~a;l = -0.2 

a- _ e-(:z:p1(t)+:z:p2(t)sint) "a* - 0 39 p2- ,u p2- . 

1 

5 

Figure 2. Plant and reference model output signals 

From these simulation results it can be concluded that the output of the 
· plant can fast and robustly follow the output of the reference in spite of the 

existence of plant parameter uncertainties and nonlinear factors by using the 
designed control Up ( t). 

5. Conclusion 

This paper presented a genetic algorithm for optimal design of gain parameters 
in a reference model following control system in which the output of plant was 
regulated to follow the output of reference model, based on plant state feedback 
and reference model state feedforward. The effectiveness of the proposed genetic 
algorithm was illustrated by a numerical example. 

In the example, the crossover probability 0.4 was chosen, because the pro­
posed algorithm does not work often for values bigger than around 0.4, while 
the mutation probability was set at 0.2 here because the evaluation function 
does not decrease for values smaller than around 0.2. 
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