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Abstract: In this paper the vector optimization problem (P) 
with continuous and convex objective functions on a compact con­
vex feasible set is considered. We form a new vector optimisation 
problem (P) from (P) by adding an objectiv:e function to the prob­
lem (P). The necessary and sufficient conditions for the sets of effi­
cient solutions of these two problems to be equal are given. In the 
case where the set of efficient solutions of the problem (P) contains 
that of (P), we also suggest how the difference between the sets of 
efficient solutions of the problems (P) and (P) might be evaluated. 
Examples are given to illustrate our results. 
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1. Introduction and notations 

In this paper, we study the following vector optimization problem 

P =(X, Fn, R), (1 ) 

where 
1) X C Rk is the feasible set; 
2) F 11 (x) = [ft(x), .. . , fn(x)]T : X ---+ R 11 (n > 1) is a vector-valued function, 
each is called an objective function; 
3) fi(i E {1, . .. , n}) is the objective space and 

Y = F 11 (X) = {y ERn I F 11 (x) = y,x EX} 

is the feasible objective set; 
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4) R is the binary relation on R": 

1 [ 1 1] 2 [ 2 2]T R" Y = Y1 • · · · , Yn , Y = Y1 , · · · , Yn E 

(y1 ,y2
) E R {:} y 1 :S y 2 ¢:?ViE {1 , .. . ,n}: 

1 < 2 :J• {1 } . 1 2 Yi _ Yi 1\ :::JZ E , · · · , n · Yi < Yi · 

The solution of the problem (1) consists finding all solutions that are efficient 
in the sense of the following definition. 

DEFINITION 1 A vector x0 E X is said to be an efficient solution of the problem 
{1) iff there exists no x EX such that F 11 (x) :=:; F 11 (xo ). 

The set of efficient solutions of the problem (1) is denoted by E(X,F") . 
Throughout this paper we assume that: 

A.l. X is a nonempty, compact and convex set. 
A.2. Each /i(i E {1, ... ,n}) is a continuous and convex function. 

We form a new vector optimisation problem (P) from (P) by adding an 
objective function fn+l to the problem (P). If the set of efficient solutions of 
the problem (P) equals that of (P), then the objective function fn+l is called 
nonessential. The concept of nonessential objective function was proposed by 
Gal and Leberling (Gal and Leberling, 1977; Gal, 1980). They investigated, 
however, only a linear vector optimization problem. In this paper, the concept 
of nonessential objective functions is generalised. If the problem (P) satisfies 
the assumptions A.1, A.2, we show necessary and sufficient conditions for the 
objective function fn+l to be nonessential (Section 2). In Section 3, the eval­
uation of the difference between the sets of efficient solutions of the problems 
(P) and (P) is proposed and the sufficient conditions for that difference to be 
contained in t he boundary of X are given (Corollary 2). 

Before going further, let us introduce some notations. For a set A in R k, 
clA, intA, bdA are respectively the closure, the interior and the boundary of A. 
The Euclidean norm of a vector x E Rk is denoted by llxl l = CL:::7=l xJ) ~. 
The Euclidean distance function between a point x 0 and a set A is denoted by 
d(x0 , A) = infxEA llx0 - x ll· The symbol B(x0 , 8) denotes an open ball with a 
centre x 0 and a radius 8 > 0, i.e. B(x0

, 8) = { x E R k I llx 0 
- x ll < 8}. 

2. Nonessential functions 

Let fn+l : X -+ R be a continuous convex function and let E(X, y n+l) denote 
the set of efficient solutions of the problem 

P = (X,F"+1 , R), (2) 

where yn+l(x) = [fi(x) , ... , fn(x), fn+I(x)JT . 
With these notations we introduce the definition of the nonessential objective 

function. 
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DEFINITION 2 The objective function fn+l is said to be nonessential if 

Let E(X, fn+l) denote the set of solutions of the following single objective 
optimisation problem 

Min{fn+l(x): x EX}. 

In other words 

THEOREM 1 Let the problem (1) satisfy the assumptions A.l, A.2. Then the ob­
jective function fn+l is nonessential if and only if the following three conditions 
hold: 

i) E(X,Fn) c E(X,Fn+1); 

ii) E(X, F 11
) n E(X, fn+I) #0; 

iii) Vx EX\ E(X, F 11)3x' E Rk: Fn+1 (x'):::; Fn+l(x). 

Proof. The condition i) is immediate from Definition 2. To prove condition ii) 
is suffices to note that under the assumptions A.1, A.2 the set E(X, Fn+l) n 
E(X, f,+I) is nonempty (Galas eta!., 1987). Hence, by the definition of nones­
sential objective function, also the set E(X, F 11

) n E(X, fn+l) is nonempty. For 
the condition iii) , suppose to the contrary that there is x 0 EX\ E(X, F 11

) with 
the property 

-,:Jx' E Rk : F 71+1 (x'):::; Fn+1 (x0 ). 

In particular 

•3x' EX: Fn+l(x'):::; F 11+1 (x0 ). 

Consequently, x0 E E(X, Fn+l ). This is a contradiction because, by the as­
sumption E(X, Fn) = E(X, Fn+1 ), x 0 EX\ E(X, Fn+l ). 

"-<==" In view of condition i) we shall show only that E(X, Fn+l) C E(X, F 11
). 

Set x E X\ E(X, F 11
). Suppose that x E intX. Then 

38 > 0 : B(x, 8) c X. 

By condition ii) there exists x 1 E R k such that 

ViE {1, ... ,n+1}: fi(x1
):::; fi(x)/\3i E {1, ... ,n+1}: fi(x1

) < fi(x)(3) 

Let x 2 = (1 - >.)x + >.xl, where 0 < ,\ < 1 is selected such that x 2 E B(x, 8). 
The convexity of fi( i E {1, ... , n + 1}) and (3) imply that Fn+l (x2 ) :::; Fn+l(x). 
Hence, x f. E(X, Fn+I) and in this case E(X, Fn+l) C E(X, F 11

). Suppose now 
that x E bdX. For x 0 E E (X, Fn) n E (X, fn+ 1 ) only one of the following cases 
holds: 
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a) F 11 (x0 ) :S Fn(x) , 
b) neither F 11 (x0 ) :S F 11 (x) nor Fn(x) :::; Fn(x0 ) . 

In case a), since x 0 E E(X, fn+l), we have Fn+l(x0 ) < Fn+1 (x) . This 
means that x rf. E(X, F n+l ) and E(X, Fn+I ) C E(X, Fn). 

In case b) we may assume without loss of generality that 

fi (x0
) < fi(x) , i E {1, . . . , l}, 

fi (x0) ~ fi(x), j E {l + 1, . .. , n} , 

(4) 

(5) 

(6) 

where at least one of the inequalities ( 5) is strict . If there exists x 3 = ( 1 - A )x + 
Ax0

, for some 0 < A < 1, such that 

fi(x3
) :S fj(x) , j E {l + 1, ... , n} , 

then by (4), (6) and the convexity off;, fn+l we have 

fi(x3
) < fi(x) , i E {1, . .. , l} , 

f n+l(x3
) :S fn+l(x). 

Moreover, since X is convex, x:l E X . Thus x rf. E(X, Fn+l) and E(X, F n+l ) c 
E(X, Fn ). Assume now that there is an index j E { l + 1, ... , n} such t hat 

fi (x3) > fi(x) , 

for all x3 = (1- A)x + Ax0 , where 0 <A< 1. Since x rf. E(X, Fn), there exists 
x 4 E X with the property 

Fn(x4
) :S F 11 (x). 

If fn+l(x4 ) :S fn+l(x), then it is clear that X rf. E (X, Fn+l ). If 

fn+l(x4
) > fn+l(x), 

(7) 

(8) 

t hen we may build the two-dimensional simplex 6.(x,x0 ,x4
), because the ob­

jective functions are convex and condit ions ( 4)-(6), (7), (8) hold. Applying 
Darboux's Theorem (Engelking and Sieklucki , 1986) to the set 6.(x, x0 , x 4 ) and 
each objective function, by condition iii) , we conclude t hat t here exists x 5 E 
6.(x,x0 , x4 ) such that Fn+l(x5 ):::; Fn+1 (x). Hence, since 6.(x,x0 ,x4 ) c X, we 
have x rf. E(X, Fn) . Consequently E(X, Fn+l) C E (X, F Tf). • 

It is interesting to observe that, in the case where X C X, one of the 
conditions in Theorem 1 can be dropped . 

LEMMA 1 With the assumptions A.l , A.2, if X C X, then the conditions ii) 
h- -1 ;;; l ,;,., 7'/, "'"''""''11'1 1 n.rp Pnuivn.lent. 
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Proof. The proof is easy to obtain by applying the definition of an efficient 
solution and the properties of a convex function. • 

Generally, if X C Rk(k > 1), the lemma above is not true. The following 
example shows this fact. 

EXAMPLE 1 The set X, the vector-valued function Fn (x) and the objective 
function fn+l (x) are given by 

X= {[x1, x2]T E R 2 I x1 + 4x2 ~ 24, -x1- X2 

~ -6, -x2 ~ -1, 3xl + 2x2 ~ 32}, 

F 2(x) = [-x2, -4xl- x2f, 

h(x) = Sx1 + 3x2. 

Figure 1. Condition ii) of Theorem 1 does not imply condition iii). 

In this problem 

E(X, F 2
) n E(X, h)= {[0, 6Jr}, 

but there is, for example, x 0 = [6, 1jT EX\ E(X, F 2 ) such that 

-dx E R 2 
: F 3 (x) ~ F 3 (x0

). 

In Fig. 1, the set E(X, F 2 ) (bold line) and the set E(X, F 3 ) =X, are illustrated. 
Of course, function h is not nonessential. 

Now let us change functions h and h into 

JI(x) = -x1- 2x2, 

f~(x) = r., - 4r.~ 
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Figure 2. The condition iii) of Theorem 1 does not imply the condition ii). 

In this case condition iii) holds, t hat is 

Vx EX\ E(X, F 2 )3x' E R 2 
: F 3 (x') ::; F 3 (x), 

although E(X, F 2 ) n E(X, h) = 0. The hold line in Fig. 2 represents t he set 
E(X, F 2). The set E(X, F 3 ) is the north-east edge of the feasible set. Again , 
function h is not nonessential. 

It should be noted that the condition i) of Theorem 1 is not obvious. But if 
the vector-valued function F"(x) is one-to-one on the set E(X, F") , then this 
condition holds (Gutenbaum and Inkielman, 1998) . 

Theorem 1 can fail if the objective functions are not convex. 

EXAMPLE 2 The set X, the vector-valued function Fn and the objective func­
tion fn+l are given by 

X= {x E R I -x::; 0, x::; 6}, 

F2 (x) = [x2
, ~(x- 4)2 + 2] , 

2 2 
h (x) = -g (x- 3) + 5. 

Fig. 3 shows the set X and the objective functions. It is easy to see t hat 

E(X,F2
) = {x E R I 0 ::=:; x::; 4}, 

E (X, F 3
) =X, 
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r. 

Figure 3. The conditions of Theorem 1 hold, but the function h is not nonessential. 

Hence, by Lemma 1, conditions of Theorem 1 hold. But the function h is not 
nonessential. Obviously h is not convex. 

3. The evaluation of extension of the set of efficient solu­
tions 

Now we mention some consequences of Theorem 1 and Lemma 1. 

COROLLARY 1 With the assumptions A.l, A.2 the following implication holds 

E(X,Fn+l) \E(X,Fn) = 0 => inf {d(x,E(X,fn+l))} = 0. 
XEE(X,F") 

Pmof. The proof is immediate from Theorem 1 and the definition of Euclidean 
distance function. • 

It is worth noticing that with the assumptions A.1, A.2 the condition 
infxEE(X,F"){d(x,E(X,fn+I))} = 0 is necessary, but not sufficient for the set 

E(X, F"+1) \ E(X, Fn) to be empty. As an example, in R, let 

X = {x E R I 0 ~ x ~ 6} 

and 

E(X,Fn) = {x EX 11 < x < 3}, E(X,Fn+l) = {3}. 

It can be seen that E(X,Fn+l) \ E(X,F11
) = {3} =/= 0, but 

inf { d(x, E(X, f,+l))} = 0. 
X EE(X,F") 

However. t.he followinP' nrnnn<:it.inn hnlrl<:: 
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PROPOSITION 1 Let the problem (1) satisfy the assumptions A.1, A .2 and let 
the set E (X, F 11

) be closed. If X C R or the condition iii) of T heorem 1 holds, 
then 

E(X, F n+I) \ E(X,F11
) = 0 ¢:? inf {d(x,E(X,fn+I))} = 0. 

XEE(X,F ") 

Proof. In view of Corollary 1 we shall show only the implication " {= ". For this, 
observe that the set E(X, Fn ) is compact , because it is closed and contained in 
the feasible set, which is compact. Furt hermore the Euclidean distance function 
is cont inuous. Hence if inf X EE(X,F ") { d(x, E(X,Jn+I)} = 0, then there exists 

x 0 E E(X, F 11
) such that d(x0 ,E(X,fn+I)) = 0. Moreover , since fn+I is con­

tinuous, the set E(X, f n+I) is closed. T herefore x 0 E E (X, fn +I ) and the set 
E(X, F 11 )nE(X, f n+r) is nonempty. F inally, due to Theorem 1 (and Lemma 1 if 
necessary), E(X, F ") ~ E (X, F n+l ) so the set E(X, F n+l ) \ E(X, F 11

) is empty . 

• 
From Proposition 1 we conclude that , if the assumptions of that proposition 

hold, then we may use the number infx EE(x,F n) { d(x, E (X, fn+ I))} as the eval­
uation of the difference between the set::; of efficient solutions of the problems 
(P) and (P) . 

In the case where XC R the number infxEE(X,F"){d(x,E(X,fn+I )) } has 
a very interesting property. 

REMARK 1 With the assumptions A.1, A.~?. if X c R , the set cl(E(X, F n+I ) \ 
E(X, F 11

)) is a closed interval and its length equals 

inf {d( x, E (X, fn+J ))}. 
xEE(X,F") 

It is rather obvious that if we drop the assumption X C R , then the remark 
above becomes false. Nevertheless we give an example of this fact. 

EXAMPLE 3 T he set X, the vector-valued function F 11 (x) and the objective func ­
tion fn+I(x) are given by 

X= {[x i, x2f E R 2 I -x2 + g(x i ) ::=; 0, where 

( ) _ { 0, 5xi - 4xi + 12 f or XI < 4 g XI -
· 4 for XI ·~ 4 ' 



Efficient solutions set changes with increase of the number of objectives 973 

Figure 4. The set cl(E(X, F 3
) \ E(X, F 2

)) is a line segment. 

From Fig. 4, it can be seen that 

E(X,F2) = {[x1,x2] EX 14:::; x1:::; ?,x2 = 4}, 

E(X, F 3) = {[x1, x2] EX I x2 = x1 - 3, 7:::; x1 :::; 9} U E(X, F 2). 

Hence, the objective function h is not nonessential. The set cl(E(X, F 3 ) \ 

E(X, F 2 )) is a line segment (bold line) and its length equals 

inf {d(x,E(X,h))} = 2J2. 
XEE(X,F2 ) 

Now let us change the objective function h into 

h(x1,x2) = (x1- 1)2 + (x2 - 6)2 - 3. 

In this case the objective function h is still not nonessential, because 

E(X,F3
) = {[x1,x2] EX I x2 = 0,5xi- 4xl + 12,2:::; x1:::; 4} 

UE(X,F2
). 

But now, the set cl(E(X, F 3 ) \ E(X, F 2
)) is a curve segment (x2 = 0, 5xi -

4x1 + 12) and its length is greater than infxEE(X,F2){d(x,E(X,!J))} = 2.J2. 
The bold line in Fig. 5 represents this set. 

We finish this section by presenting sufficient conditions for the difference 
between the sets of efficient solutions of problems (P) and (P) to be contained 
in the boundary of X. 
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Figure 5. The set cl(B(X, F 3
) \ E(X, F 2

) ) is a curve segment 
(x2 = 0, 5x? - 4xl + 12). 

CoROLLARY 2 With the assumptions A.l, A. 2, if the condition iii) of Theo­
rem 1 holds, then E(X,Fn+l) \ E(X, F n ) c bdX . 

Proof. The case where E(X, F") s;; E(X, F n+l) is trivial. If E(X, Fn+l) \ 
E(X, Fn) =/= 0, then the proof is obtained from the proof of Theorem 1. • 
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