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Summary: In this paper a new solution of handwritten digits recognition system for 

postal applications is presented. Moreover, in this paper, a new method of handwritten 

characters recognition is introduced. The proposed algorithm is applied to 

classification of post mails on the basis of zip code information. In connection with 

this work the research was conducted with numeric characters used in real post code 

of mail pieces. Moreover, the article contains basic image processing for instance 

filtration binarization and normalization of the character. The main objective of this 

article is to use the Gabor filtration and Zernike moments to obtain a set of invariant 

features, on basis of which postal code will be recognized. The reported experiments' 

results prove the effectiveness of the proposed method. Furthermore, sources of errors 

as well as possible improvement of classification results will be discussed. 

Keywords: Character recognition, Gabor filters, Zernike moments. 

1. INTRODUCTION 

 The today's systems of automatic sorting of the post mails use the OCR (Optical 

Character Recognition) mechanisms. In the present recognizing of addresses 

(particularly written by hand) the OCR is insufficient. 

 The typical system of sorting (Fig. 1) consists of the image acquisition unit, video 

coding unit and OCR unit. The image acquisition unit sends the mail piece image to the 

OCR for interpretation. If the OCR unit is able to provide the sort of information 

required (this technology has 50 % effectiveness for all mails [9], it sends this data to 

the sorting system, otherwise the image of the mail pieces is sent to the video coding 

unit, where the operator writes down the information about mail pieces. 

 
Fig. 1.  The automatic sorting system – mail flow 
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 The main problem is that operators of the video coding unit have lower throughput 

than an OCR and induce higher costs [9]. Therefore the OCR module is improving, 

particularly in the field of recognition of the characters. Although these satisfactory 

results were received for printed writing, the handwriting is still difficult to recognize. 

Taking into consideration the fact that manually described mail pieces make 30% of the 

whole mainstream, it is important to improve the possibility of segment recognizing of 

handwriting. This paper presents the proposal of a system for recognition of handwritten 

characters, for reading post code from mail pieces. 

2.  SYSTEM OVERVIEW 

The process of character recognition process can be divided into stages: image 

grayscale normalization, filtration and binarization, normalization, Gabor and Zernike 

moments calculating, Principal Component Analysis, feature vector building, and 

character recognition stage. The first step of the image processing is image grayscale 

normalization. The colorful image most often represented by three coefficients: Red, 

Green and Blue (RGB) from the acquisition unit must be converted to the gray scale 

image. The next step of processing of the image of mail piece is digital filtration and 

binarization. The final stage of preprocessing is coordinate normalization. The proposed 

method of character recognition was shown on Fig. 2. Additionally, our solution proposed 

the use of the preliminary classification stage. The aim of the preliminary classification 

stage is to reduce the number of possible candidates for an unknown character, to a subset 

of the total character set. For this purpose, the selected domain is categorized into 

subgroups. The analysis of the elements belonging to different groups does not allow to 

indicate the clear membership rules classes of character, but rather may show their 

geometrical features. Additionally, pre-classification module can be used to determine 

rejection of non-digit character too. Based on the feature vector (G,E,Z) recognition, the 

classification attempts to identify the character based on the calculation of Euclidean 

distance between the features of the character and of the character models [2]. 

 

Fig. 2. The proposed method of character recognition 

2.1.  Image grayscale normalization  

 Before filtering the image, we normalize all its regions to a certain mean and 

variance. Normalization is performed to remove the effects of sensor noise and gray 

level deformation. Moreover, the extraction of salient points, performed later in our 
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method, depends on the illumination variance in the image. Therefore, in order to 

achieve illumination and contrast invariance, we normalize the image [37]. 

 Let  denote the gray value at the pixel ,  and  be the estimated 

mean and illumination variance in the image , respectively, and  stand for the 

normalized gray level value at the pixel .  

 For all the pixels in the image , the normalization process is defined as follows 

[4,5]: 

                                                (1) 

here  and  are the desired mean and variance values, respectively,  and  are the 

computed mean and variance in the given image, described by  

                                        ,                                           (2) 

                                  ,                                     (3) 

respectively. In our case, ,  and . In result of the operation 

of luminance  levels normalization we obtain image .  

2.2.  Median filtering and binarization  

 In the next step, we perform median filtering and binarization. The filtration is 

used for improving the quality of the image, emphasizing details and making processing 

of the image easier. The filtration of digital images is obtained by convolution 

operation. The new value of point of image is counted on the basis of neighboring 

points value. Every value is classified and it has influence on new value of point of the 

image after filtration. In the pre-processing part non-linear filtration was applied. The 

statistical filter separates the signal from the noise, but it does not destroy useful 

information. This is particularly important when applied to images that contain 

addresses data with salt and pepper noise coming from e.g. not uniform writing 

surfaces. The applied filter is median filter, with mask 3x3.  After filtration the 

binarization stage is applied. Due to the use of images that contain mostly text, we 

decided to use the histogram-based thresholding method. These types of methods are 

very efficient when compared to other image segmentation methods because they 

typically require only one pass through the pixels. The histogram is computed from all 

of the pixels in the image, and the peaks and valleys in the histogram are used to locate 

the class in the image. However, the binary image is given by 

                                          (4) 

where  is a threshold value, such as the intensity of the first minimum that occurs 

after the maximum value of the intensity histogram. Additionally, this technique can be 

applied in recursive form, as the method to clusters in the image in order to divide them 

into smaller clusters. As result the binary stream of digit is received, which is sent to the 

next stage of processing. 
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Fig. 3. Images of the digits: from the preprocessing stage, after filtration and after binarization  

2.3. Coordinate normalization 

 The image of character received from the acquisition stage have different 

distortion such as: translation, rotation and scaling. The character normalization is 

applied for standardization size of the character. Images there are translated, rotated and 

expanded or decreased. we change the  coordinate system into an invariant system 

of   coordinates such as 

,                   (5) 

where 

                                            ,         ,                                                 (6) 

                                    ,    ,                                      (7) 

for moments of order  defined as 

                                        .                                      (8) 

 In reality, we haven't got these parameters starting right now, so we use new 

coordinate system where the center is equal to center of gravity of the character. The 

value of angle rotation  is according to main axes of the image. The value of scale 

coefficient is calculated by mean value of variation of the character. So, the center of 

gravity of the character is a good candidate point of the center of image as a product of 

normalization stage. 
 

3. FEATURE EXTRACTION FOR CHARACTER RECOGNICTION 
 

Each character in the image is characterized by a given localized spatial frequency 

or a narrow range of dominant localized spatial frequencies that differ significantly from 

dominant frequencies of other character. Gabor filters encode the character images into 

multiple narrow frequency and orientation channels [8,13].  

3.1. Gabor filters 

The general functional of the two-dimensional Gabor filter family can be 

represented as a Gaussian function modulated by a complex sinusoidal signal. 

Specifically, a two dimensional Gabor filter ,G x y  can be formulated as [11]: 
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2
, ; , , ; exp k

k

x
G x y g x y i                               (9) 

and , ;g x y  is a Gaussian function with form: 

2 2

22

1
, ; exp

22

x y
g x y ,                               (10) 

where  

cos
k k kx x ysix ,                                               (11) 

sin cos
k k ky x y   

and  is the standard deviation of the Gaussian envelope along the x and y dimensions, 

and  and 
k

 are the wavelength and orientation, respectively. 

A rotation of the x – y plane by an angle 
k

will result in a Gabor filter at 

orientation 
k

.  

The 
k

 is defined by  

1
k

k
n

,     1, 2,...,k n    n N ,                             (12) 

where n denotes the number of orientations. 

A particular Gabor elementary function can be used as the mother wavelet to 

generate a whole family of Gabor wavelets. Examples of a particular set of 2D Gabor 

wavelets are presented in Fig. 4. 
 

  
Fig. 4. Gabor Wavelets 
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Fig. 5.  The kernels of  Gabor wavelets at three scales and eight orientations 

 

The odd and even components of the above signal are as follows: 

2
, ; , , cos k

o k

x
G x y g x y ,                               (13) 

2
, ; , , sin k

e k

x
G x y g x y ,                               (14) 

where 
e

G  and 
o

G  are the even-symmetric and odd-symmetric Gabor filters.  

3.2. Gabor energy features extraction 

The simplest idea to obtain other features than just filter responses is to apply  

a threshold to the Gabor filter results. The motivation for such an approach is the 

analogy to the function of simple cells which can be modeled by a linear weighted 

spatial summation, characterized by Gabor weighting functions and followed by a half-

wave rectification [22].  

The threshold Gabor features are computed as follows: 

, ; , , , ; , ,
oT k o kG x y G x y ,                             (15) 

 

, ; , , , ; , ,
eT k e kG x y G x y ,                              (16) 

where 

0 0,

0,

for z
z

z for z
                                       (17) 

, ; , ,o kG x y
 
and , ; , ,e kG x y  are the odd and even components of Gabor 

filter responses, respectively. 

The Gabor Energy feature is a combination of symmetric and asymmetric Gabor 

filter results. Gabor Energy is related to the model of a specific type of selective neuron 

orientation in the primary visual cortex called the complex cell [28]. Gabor Energy is 

given by 
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2 2
, ; , , , ; , , , ; , ,

o ek T k T kE x y G x y G x y ,                       (18) 

where , ; , ,
oT k

G x y
 

and , ; , ,
eT k

G x y  are the threshold responses of the 

linear symmetric and asymmetric Gabor filters, respectively. 

 The Gabor Energy feature is also closely related to the local power spectrum. 

Local power spectrum features are obtained using the same filter bank as in the 

computations of Gabor Energy features: 

2
, ; , , , ; , ,

k k
P x y E x y .                                     (19) 

3.3. Zernike moments of power spectrum 

 Zernike moments (ZM) are the projection of the power spectrum , , ,P x y  on 

the orthogonal basis 
pqV . The Zernike moments of order p  with repetition q are 

defined as follows [32,36]: 
1 1

0 0

1
, , , , ,

N N

pq k pq

x y

p
ZM P x y V x y .                        (20) 

The Zernike polynomials: 

, exppq pqV x y R jq
                                      

(21) 

are a complete set of complex valued functions orthogonal on the unit disk D: 
2 2 1x y , where 0p , and p q  is even positive integer.  

The polar coordinates ,  in the image domain are related to the Cartesian 

coordinates ,x y
 
by: 

2 2x y   ,   arctan( / )y x .                                 (22) 

The Zernike polynomials ,pqV x y
 
are orthogonal basis set and satisfy the following 

condition: 

`, ,
1

pq pp qqp q

D

V x y V x y dxdy
n

.                           (23) 

The radial polynomial
pqR  is given by:  

lp

qp

l
qlppq FR 2

2/

0

,                                          (24) 

where 
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!
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.                                        (25)
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Fig. 6. Zernike polynomials of order  p = 0,1…8 and q=0 or 1 

 

4. FEATURES VECTOR AND SIMILARITY MEASURE 

After calculating Gabor features and Zernike moments, we obtain several 

feature vectors: 

– the vector of even-symmetric and odd-symmetric Gabor filter responses 

, ; , , , , ; , ,o k e kG G x y G x y ,                        (26) 

– the vector of threshold and energy Gabor features given by 

, ; , , , , ; , , , , ; , ,
o eT k T k kE G x y G x y E x y ,           (27) 

– the vector of the Zernike moments of power spectrum 

1 2, ,..., ,...,r CZ Z Z Z Z ,                                             (28) 

where 

, 0, : ,
r pq

Z ZM p p q even p q                         (29) 

and 

1 1
2 2 2 2 2 2

p p p p p q
r ,                 (30) 

where a  represents the largest integer that is not greater than a  and a denotes the 

smallest integer that is not smaller than a. 

We calculate the similarity of a query image Q and an image D from the database, 

defined as 
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, , ,

Q D Q D Q D

i i i i i iQ D

i G E Z

G G E E Z Z
d G E Z                 (31) 

where i  is the number of the extracted features and 
G

, 
E

, 
Z

 are standard 

deviations of vector features G, E and Z over the entire database, respectively. 

5. EXPERIMENTAL RESULTS 

In this section we present the results of classification with proposed method. 

Especially for evaluation experiments, we extracted some digit data from various paper 

documents from different sources e.g. mail pieces post code, bank checks, etc. The 

character samples were scanned with 600 dpi in color and stored in special data 

collections [12] in form 24 bit RGB and 8 bit grayscale images. It is important that in 

the case of images with heterogeneous background to perform  directional filtering for 

0, 45 and 90 degrees. Character image is normalized according to specification of the 

second paragraph. Based on geometric and central moments, center of gravity and main 

axis angle can be achieved. For experimental purposes, the character image sizes are 

ranged from 32x32, 64x64, 128x128 to 256x256 pixels. Similar scenario was carried 

out for grayscale levels, where 2,4,8,16,32 and 64 levels were tested. In total, the 

datasets contain the digit patterns of above 150 writers. In this way were collected about 

1400 different patterns for training and testing sets.  

In our solution, we use odd and even component pairs of Gabor filters with the 

quadrature phase relationship. Each pair of the Gabor filters is tuned to a specific band 

of spatial frequency and orientation. There are some important points to note in 

selecting the channel parameters ,  and 
k

. Four values of orientation are used: 0, 

/8, /4, 3 /8, /2, 5 /8, 3 /4, 7 /8. In our experiments for each orientation we select 

three spatial frequencies. This gives a total of 24 Gabor channels (8 orientations 

combined with 3 frequencies) [13,19].  

The Principal Component Analysis module in proposal system generate a set of data, 

which can be used as features in building feature vector stage shown on Fig. 2. For 

instance when we use input features from Gabor features and Zernike moments 

calculation stage (GEZ) calculation stage, as a result we obtained 18 values vector, 

using Cattell's criterion [17]. Thus the use of PCA method [14,17,29] made it possible 

to reduce the dimensionality of classification vectors. For proposed method, after 

reducing the dimensions of the vector space of 120 features (GEZ) up to 20 in the 

prepared application to more than 3 times shorter test sets classification. It turned out 

that the reduction of classification vectors affected the effectiveness of the classification 

method used (31), where the characteristics were obtained for the 120 efficiency level of 

96.2%, while after reduction to 16 features were obtained 97.9 % of correctly classified 

characters from our database. The best results were obtained for the GEZ character 

feature vector using d(Q)(D)
(G,E,Z) similarity measurement. The results obtained for 

testing 5 sets defined in ratio 3:7 of all samples (testing set/learning set). 
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Fig. 7. Recognition rate for our database characters using features: G, E, Z, and GEZ 

 

6. SUMMARY 

 The article presents an approach to optical character recognition, specifically used 

in the recognition of zip code digits. Although, the area is well known and explored, 

with successful examples of both scientific and commercial implementation, however 

efficiency of  mail sorting systems is imperfect. The author hopes that this solution may 

be supportive for the previous works [24,25,26] and other approaches such as 

[2,6,15,21]. The most common optical character recognition methods are based on 

modified quadratic discriminant function, hidden Markov models, normalized Fourier 

descriptors, MLP-SVM.  

In the article, we presented the idea and implementation of use of the Gabor 

filtration and Zernike moments in the process of character recognition in postal 

applications. In order to optimalize those procedures, in the first stage we prepared the 

pre-processing character image using gray scale and coordinate normalization, and 

median filtering.  

In the article, approach to the optical character recognition was presented and 

tested. In our method, we performed the estimation of character features using Gabor 

filter responses equation (26), energy Gabor features (27) and Zernike moments of 

power spectrum (28). The second approach was based on the joined features GEZ (31). 

After experiments we concluded that Zernike features (Z) and energy Gabor features (E) 

were the most appropriate for character descriptor, respectively. Better results were 

achieved by GEZ features. 
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The main advantages of the method are: finding geometric relations of the character 

by our method, invariance to background noise, low computational complexity, working 

with grayscale images. Disadvantages: low value of the rejections, unclear data 

reduction from PCA, need to use preprocessing.  Further work will include Rough Sets 

theory  upgraded to all alphanumerical signs. 
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INWARIANTNY DESKRYPTOR GABORA-ZERNIKA  

DLA ZASTOSOWA  POCZTOWYCH 
 

Streszczenie 

 
W artykule przedstawiono nowe rozwi zanie zadania rozpoznawania znaków 

pisanych r cznie dla zastosowa  pocztowych. Zaproponowano algorytm klasyfikacji 

przesy ek pocztowych dzia aj cy na podstawie  informacji zawartej w zapisie kodu 

pocztowego. Ponadto w artykule opisano podstawowe operacje przetwarzania 

wst pnego tj. filtracje, binaryzacje oraz normalizacje obrazu znaku. G ównym nacisk 

po o ono na wykorzystanie filtracji Gabora i momentów Zernike do uzyskania zbioru 

cech na podstawie których rozpoznawano kod pocztowy. Otrzymane wyniki 

eksperymentów pozwoli y wykaza  skuteczno  proponowanej metody. Dodatkowo 

w pracy przedstawiono ród a potencjalnych  b dów w procesie rozpoznawania, jak 

równie  zaproponowano mo liwo ci poprawy wyników klasyfikacji. 

S owa kluczowe: rozpoznawanie znaków, filtracja Gabora, momenty Zernika 

 


