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Introduction

Due to the still increasing number of Internet
users and intensive development of Web-based tech-
nologies, contemporary Web servers have to face
with highly variable and unpredictable service de-
mand. Server systems are designed to be capable
of handling peak loads, usually through overprovi-
sion of their resources. However, it is unavoidable
that during extremely high traffic bursts server re-
sources are overutilized and the server is overloaded.
Consequently, request response times increase exces-
sively and users experience unacceptably high de-
lays.

Such situation is especially undesirable for e-
commerce applications, including B2C (Business-to-
Consumer) applications, i.e. retail Web stores. As
a result of poor QoWS (Quality of Web Service),
online retailers loose potential revenue and let their
loyal customers down. Even if a company applies a

customer-focused strategy and uses advanced CRM
(Customer Relationship Management) techniques,
the company’s effort may be thus thwarted.

One of possible ways of coping with this prob-
lem is introducing a method for differentiated request
service in the Web server system. A number of such
methods have been dedicated to e-commerce servers,
e.g. in [1–7]. What distinguishes these approaches
from others is the goal of revenue maximization, as
well as taking into consideration characteristics of us-
er sessions in a Web store, such as session states cor-
responding to types of business operations performed
in the store, probabilities of transitions between the
states, session lengths, and the contents of shopping
carts.

This paper refers to KARO (Key customers
And Revenue Oriented admission and schedul-

ing) method and KARO-Rev (KARO – Revenue-
oriented) algorithm, which were presented in [4] in
detail. The next section briefly outlines the idea of
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the method and presents the algorithm, for which
results of simulation experiments will be discussed
further.

Key customers and revenue-oriented

QoWS mechanism

We consider a B2C Web site which is equipped
with a Web server allowing Internet users – poten-
tial customers to browse and search for products,
add them to the shopping carts, confirm purchase
transactions, and so on, like in a traditional, brick-
and-mortar store. A single user’s visit to the Web
site is called a user session.

Every time a user opens a new page of the Web
site, his or her browser generates a sequence of HTTP
requests which are sent to the Web server (the first
request in the sequence is for an HTML file and sub-
sequent requests are for objects embedded in the
page, such as graphic files). Many users may visit
the store at the same time.

HTTP requests come to the Web server and are
queued and processed in the system usually accord-
ing to FIFO (First In First Out) policy. Here we as-
sume that the whole system is organized as a multi-
tier system, in which requests are processed at three
logical layers: Web server, application server and
database server. Some requests are processed only
by the Web server whereas other have to be addi-
tionally processed by the back-end server as dynamic
requests (Fig. 1).

Fig. 1. Multi-layer configuration of a B2C Web site [4].

Idea of KARO method

The basic idea of KARO method is the period-
ical computation of customer values, storing them
in a customer database on the Web server and us-
ing them in an automated process of HTTP request
service in a Web store [4]. The customer value is de-
termined by using RFM analysis and is calculated
according to the following formula:

CV S = wR × R + wF × F + wM × M, (1)

where R, F , M are codes of behavioral variables for
the customer: recency, frequency and the monetary
value, respectively, and wR, wF , wM are weights as-

signed to the corresponding behavioral variables ac-
cording to the business strategy of the company.
KARO method extends the Web server system

with the ability to give the precedence of service to
requests from users who are likely to confirm a pur-
chase and to requests from users who are the most
valuable customers. Requests are handled taking in-
to consideration sessions they belong to. Each i-th
HTTP request which belongs to the p-th page in us-
er session s is denoted by xs

ip and a corresponding
dynamic request is denoted by ys

jp.
Each active user session at the n-th moment is de-

scribed with a number of attributes, which together
determine the importance of the session from the e-
business perspective. The attributes of session s at
the n-th moment include:
• the session class, cs(n), which may mean a key
customer (KC ) or an ordinary customer (OC );

• the session rank, RFM s(n), reflecting the cus-
tomer value, which corresponds to key customer’s
CVS read from database or is zero for an ordinary
customer;

• the session state, es(n), corresponding to one of
the following business operations: entry to the
home page (H), logging on (L), browsing (B),
searching for products (S), product details (D),
adding a product to the shopping cart (A), regis-
tration (R), or purchase confirmation (P );

• the financial value of products in the shopping
cart, vs(n);

• the session length, ls(n), i.e. the number of pages
visited in the session until the n-th moment.
The attributes of session s determine the session

priority at the n-th moment:

P s(n) =



































































4 for (cs(n) = KC) ∨ [(cs(n) = OC)
∧(vs(n) > 0) ∧ (es(n) = P )],

3 for [(cs(n) = OC) ∧ (vs(n) > 0)
∧(es(n) 6= P )] ∨ [(cs(n) = OC)
∧(vs(n) = 0) ∧ (ls(n) < TMed)],

2 for (cs(n) = OC) ∧ (vs(n) = 0)
∧(TMed ≤ ls(n) < TLow),

1 for (cs(n) = OC) ∧ (vs(n) = 0)
∧(ls(n) ≥ TLow),

(2)

where TMed and TLow (TMed < TLow) are predefined
thresholds which determine three ranges for the ses-
sion length. The priority 4 is the highest possible
priority value, assigned to most important sessions,
and the priority 1 is the lowest possible priority.
To support differentiated QoWS in the system,

admission control (AC) under the system overload
together with priority-based scheduling in front of
the Web server (in queue Q1) and in front of the

66 Volume 4 • Number 1 • March 2013

Unauthenticated | 89.67.242.59
Download Date | 6/2/13 7:38 PM



Management and Production Engineering Review

back-end server (in queue Q2) have been proposed
(Fig. 2).

Fig. 2. Multi-layer configuration of a B2C Web site ac-
cording to KARO method.

The indicator of system load intensity is the
length of queue Q2 at the n-th moment, L(n). Ad-
mission control is based on two thresholds for system
load intensity, I1 and I2 (I1 < I2). Depending on the
current system load and the session priority, some
requests may be rejected under overload at the Web
server input. On the other hand, priority scheduling
in queues Q1 and Q2 makes it possible to change the
order of request execution at the Web server and the
back-end server, respectively. For each queue a strict
priority scheduling is applied between four priorities,
i.e. all higher-priority requests are queued before the
lower-priority ones.

KARO-Rev algorithm

The session priorities and attributes are used in
the request admission control and scheduling algo-
rithm KARO-Rev [4].

For each new admitted HTTP request and each
new dynamic request, the request position in the cor-
responding queue (Q1 for an HTTP request and Q2

for a dynamic request) is determined. Let asa be a
request a belonging to session sa, waiting in a queue
Qk, k ∈ {1, 2}. We define the following sets and sub-
sets of requests waiting in the queue Qk at the n-th
moment, when a new request belonging to session
s appears:

Qk(n) = {asa ∈ Qk}, (3)

Qk 2(n) = {asa ∈ Qk : P sa(n) ∈ {2, 3, 4}}, (4)

Qk 3(n) = {asa ∈ Qk : (P sa(n) = 4)

∨[(P sa(n) = 3) ∧ (vsa(n) ≥ vs(n))]},
(5)

Qk 4(n) = {asa ∈ Qk : (P sa(n) = 4)∧

[(vsa(n) > vs(n)) ∨ [(vsa (n) = vs(n))

∧(RFM sa(n) ≥ RFM s(n))]]}.

(6)

The position number zk(n) in a queue Qk, deter-
mined for a new request having arrived at the n-th

moment, is calculated according to the following for-
mula:

zk(n) =



















|Qk(n)| + 1, if P s(n) = 1,

|Qk 2(n)| + 1, if P s(n) = 2,

|Qk 3(n)| + 1, if P s(n) = 3,

|Qk 4(n)| + 1, if P s(n) = 4,

(7)

where k = 1 for an admitted HTTP request and
k = 2 for a dynamic request, and |•| means cardinal-
ity of queue Qk at the n-th moment. A pseudocode
of KARO-Rev algorithm is presented in Fig. 3.

Fig. 3. A pseudocode of KARO-Rev algorithm [4].

Simulation environment

The efficiency of a Web server system un-
der KAR-Rev algorithm was verified by using a
simulation-based approach. We designed and devel-
oped a simulation environment for B2C Web server
system and used it to carry out experiments for dif-
ferent values of KARO-Rev parameters.
Our simulation tool consists of a session-based

workload generator and a B2C Web server system
simulator. The tool, system performance metrics,
and a methodology for carrying out the experiments
were presented in [8] in detail. The model of a Web
server system and the way of request processing at
the system resources were discussed in [9]. A detailed
performance study of a Web server system under FI-
FO scheduling was discussed in [10].
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In experiments presented in this paper Typical
workload scenario was applied, emulating the most
common workload conditions, when the user page la-
tency limit is equal to 8 seconds and the percentage
of key customers in the Web store is equal to 10.
We address the server system performance both

in terms of “conventional” system performance met-
rics and the business-related ones. Performance met-
rics under consideration in the sensitivity analy-
sis include the 90-percentile of page response time,
the number of successfully completed sessions per
minute, percentage of aborted KC sessions, revenue
throughput, and potential revenue lost per minute
(in dollars per second).
Simulated time of a single experiment included a

10-hour preliminary phase and the following 3-hour
observation phase, during which the system perfor-
mance was monitored.
Each simulation experiment was run for a con-

stant number of new user sessions arriving at the
site per minute (i.e. for the constant session arrival
rate). The system performance was then presented as
a curve on a graph for the session arrival rate ranging
from 20 to 300 with a step of 20.

Parameters of KARO-Rev algorithm

Parameters of KARO-Rev algorithm may be di-
vided into two groups: parameters related to e-
business specificity and general parameters of the al-
gorithm.

Business-related parameters

Business-related parameters are connected with
RFM analysis and they have no direct impact on
the computer system performance. When KARO
method is used with a Web server system, each key
customer of the Web store is characterized by three
values of recency, frequency and monetary codes.
Depending on the specificity of business conducted
through the Web site, each of these components may
be of different importance. It is the marketing strate-
gy of the company which determines the choice of the
corresponding weights wR, wF , wM in (1), defining
a CVS of a key customer. Due to unavailability of
appropriate business data from real online retailers,
we have assumed that all three weights are equal to 3,
which gives CVS values ranging from 9 to 45. Such
a range is large enough to differentiate between key
customers themselves and allows evaluating relative
levels of their QoWS without going into business-
specific details.
In simulation experiments verifying the efficiency

of KARO-Rev algorithm, at the beginning of each ex-

periment a database with a given number of key cus-
tomers is generated. For each key customer a date of
the last purchase, the total number of purchases and
the appropriate sum of money spent in a Web store
are generated. A five-year history of the customers’
purchases in the Web store has been simulated. Num-
bers of purchases in the Web store vary from 1 to 75
and are generated regardless of the customers’ last
purchase dates. For each customer record in data-
base, the sum of money spent by a customer is gen-
erated depending on the customer’s number of pur-
chases, where a product price ranges from $5 to $100.

After creating the customer database, a segmen-
tation of key customer records according to RFM
analysis is performed for a given date. In each sim-
ulation experiment the customer database and the
resulting key customers’ RFM scores are exactly the
same. Table 1 summarized the business-related pa-
rameters.

Table 1

Business-related parameters of KARO-Rev algorithm.

Parameter Values

Number of key customers in database 5000

Frequency code weight wF 3

Recency code weight wR 3

Monetary code weight wM 3

Range of last customers’ purchases [years] 5

Number of customer’s purchases 1–75

General parameters

As opposed to the parameters related to RFM
analysis, general parameters of KARO-Rev algo-
rithm may directly affect its efficiency and in real-
ity, they should be determined based on the analysis
of Web traffic at a given e-commerce Web site. We
chose their values based on our simulation model and
results of preliminary simulation experiments (Ta-
ble 2). A sensitivity of KARO-Rev to changes of AC
thresholds and session length thresholds is analyzed
in the next Section.

Table 2

General parameters of KARO-Rev algorithm.

Category Symbol Best value

AC thresholds
[number of requests in Q2]

I1 30

I2 80

Session length thresholds [number
of pages visited in the session]

TMed 2

TLow 20

Queue timeouts
[seconds]

T1 8

T2 8

The indicator of system load intensity, L(n), is
the length of queue Q2 at the n-th moment. The ad-
mission control thresholds, i.e. parameters I1 and I2,
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determine two thresholds for the actual system load,
used to take decision on the request acceptance or
rejection (cf. Fig. 3). The best values of I1 and I2, de-
termined based on results of simulation experiments
discussed in the next Section, are 30 and 80 dynamic
requests in Q2, respectively. I1 equal to 30 allows one
to admit the adequate number of HTTP requests to
protect the system from overload and prevent sig-
nificant underutilization of its resources. I2 is set to
I1 + 50 to clearly differentiate between QoWS levels
for sessions with priorities 1 and 2.

The best values of session length thresholds, TMed

and TLow, are equal to 2 and 20, respectively. They
have been determined based on a user session mod-
el applied in simulation experiments and taking in-
to consideration the way of determining the session
priority according to (2). TMed equal to 2 ensures
a relatively small number of requests with priority
3 in the queues, and thereby it enables the site to
give a relatively fast service to requests with priori-
ty 3 from unlogged key customers. Since the average
length of an OC session is about 18 pages, a good
value of TLow is 20. As a result, priorities of OC ses-
sions with empty shopping carts will be lowered from
2 to 1 only when the session length achieves 20, i.e.
for really long OC sessions (probably generated by
Web bots).

Values of queue timeouts, T1 and T2, after which
a request will be dropped from queues Q1 and Q2,
respectively, are both equal to 8 seconds. According
to 8-second rule [11] this is the maximum latency
tolerated by most Internet users.

Analysis of KARO-Rev parameters

In this section, the sensitivity of KARO-Rev al-
gorithm to changes in its basic parameters is ana-
lyzed. In particular, the impact of different values of
AC thresholds, I1 and I2, as well as session length
thresholds, TMed and TLow, on business-oriented sys-
tem performance metrics was analyzed.

Parameters I1 and I2 determine two thresholds
for the length of the queue in front of the back-end
server, L(n), which is an indicator of the Web server
system load intensity. Thus, their values affect a de-
cision on HTTP request acceptance or rejection. De-
pending on these two parameters, the system load in
a simulation experiment will be of different intensity.
If these values are small, relatively many requests will
be rejected at the Web server input. Consequently,
the system will be well protected against overload,
but its resources may be underutilized. On the other
hand, if these values are high, much more requests
will be accepted and then will compete for the use of

system resources. This may lead to longer page re-
sponse times and a bigger number of aborted sessions
due to exceeding the user page latency limit or the
timeout defined for the queue in front of the back-
end server, T2. In order to study the sensitivity of
KARO-Rev to AC thresholds, the influence of their
various values on system performance is analyzed.
In all experiments in this group, values of the

session length thresholds, TMed and TLow have been
equal to 2 and 20, respectively. The experiments
have been run for workload scenario Typical, for var-
ious combinations of the AC thresholds. After run-
ning preliminary experiments evaluating a relation
between the mean number of dynamic requests in
the back-end server and the mean number of abort-
ed sessions in one second intervals, potential values
of I1 have been chosen. They varied from 20 (when
some number of aborted sessions has just been ob-
served) to 50, with a step of 10. Results for I1 equal
to 100 are presented as well, in order to evaluate the
KARO-Rev system performance for extremely high
AC thresholds and thereby under a relatively high
system load. In all cases, I2 has been equal to I1

+50, to clearly differentiate QoWS levels for sessions
with priorities 1 and 2. Values of parameters I1 and
I2 in each experiment are denoted as a pair (I1, I2).
Figure 4 presents the 90-percentile of page re-

sponse time as a function of the session arrival rate.
As it can be seen, values of AC thresholds do have
influence on QoWS measures connected with page re-
sponse times provided by the system. The lower the
AC thresholds, the lower the 90-percentile of page re-
sponse time, because the overall system load is lower,
mean lengths of the system queues are lower, and re-
quest waiting times are better.

Fig. 4. 90-percentile of page response time for different
AC thresholds.

The difference in the 90-percentile of page re-
sponse time starts at the session arrival rate of 40 ses-
sions/min and evidently increases with the increase
in the system load. For the maximum load, 90% of
Web pages have been processed within 5.4 seconds
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for the lowest AC thresholds and within 10.4 sec-
onds for the highest ones. The relation between the
AC thresholds and page response times has been ob-
served for the whole range of load intensity. However,
it does not translate itself directly to other system
performance measures, such as the number of suc-
cessfully completed sessions per minute. As it can be
seen in Fig. 5, lower AC thresholds lead to higher
system throughput for very heavy loads (above the
session arrival rate of 100 sessions/min), and to lower
throughput for medium loads (for the session arrival
rates of 40–80 sessions/min). It means that unless
the system is heavily loaded, for low AC thresholds
too many requests have been rejected at the system
input, while there had been enough resources to ef-
fectively process some of them.

Fig. 5. Number of completed sessions per minute for dif-
ferent AC thresholds.

It is confirmed in Fig. 6, presenting a percent-
age session breakdown for different AC thresholds in
two cases: for the session arrival rate of 80 and 300
sessions/min. Both for the moderately and heavily
loaded system, the smaller number of sessions abort-
ed due to admission control implies the bigger num-
ber of sessions aborted due to two other reasons: if
request waiting times in the back-end server queue
has exceeded timeout T2 or if users had been waiting
too long for responses and finally gave up. Howev-
er, in both cases the impact of the AC thresholds
on the number of successfully completed sessions is
different.

Because the focus of our research is on system
performance in terms of business-oriented metrics,
we have examined which sessions had been abort-
ed in the experiments for different AC thresholds,
apart from why or where they had been aborted.
The experiments demonstrated that values of the AC
thresholds have no impact on the percentage of suc-
cessfully completed KC sessions, which has ranged
from 99.93 to 100% in all cases. However, they have
impact on the amount of achieved revenue (Fig. 7),
affecting the revenue throughput in a similar way
as the system throughput in completed sessions but

to a significantly lower degree. As one can observe
in Fig. 7, under very heavy load smaller values of
the AC thresholds generally provide higher revenue
throughput. However, under medium load, the least
satisfactory results have been achieved for the case
(20, 70), although for the case (30, 80) they have
been very similar to the case (100, 150). In all cases,
the KARO-Rev algorithm has been able to effective-
ly cope with losses of potential revenue (Fig. 8) and
to provide 99.3–100% of achieved potential revenue.

a)

b)

Fig. 6. Percentage session breakdown for different AC
thresholds a) session arrival rate of 80 sessions/min,

b) session arrival rate of 300 sessions/min.

Fig. 7. Revenue throughput for different AC thresholds.
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Fig. 8. Potential revenue lost per minute for different AC
thresholds.

To sum up this part of analysis, the results have
shown that KARO-Rev is sensitive to AC thresh-
olds values with regard to both conventional and
business-oriented performance metrics. The results
suggest it would be worth proposing a dynamic way
of adapting values of I1 and I2 to current system
load. We leave this issue to future work. The results
show that the values I1 of 30 and I2 of 80 are most
advantageous for KARO-Rev algorithm.

Session length thresholds

Parameters TMed and TLow determine two
thresholds for the session length (i.e. the number of
Web pages visited in a session), at which the prior-
ity of an OC session with an empty shopping cart
will be lowered from 3 to 2 and from 2 to 1, respec-
tively, according to (2). Values of these thresholds
influence especially the number of OC requests with
3 and 2 priorities in the system. Thus, they also af-
fect response times of requests from unlogged key
customers, and may affect the amount of achieved
revenue as well. That is why the sensitivity of KARO-
Rev to the session length thresholds is evaluated.

Experiments in this group were performed for the
Web server system under control of KARO-Rev algo-
rithm for Typical workload scenario and for various
combinations of the session length thresholds. In all
the experiments, I1 and I2 have been equal to 30 and
80, respectively. Values of the session length thresh-
olds, TMed and TLow in each experiment are denoted
as a pair (TMed, TLow).

First, the impact of the first session length thresh-
old, TMed, on business-oriented system performance
metrics has been analyzed. Corresponding experi-
ments have been run for different values of TMed and
a fixed value of TLow equal to 20, which is a little bit
more than the average length of an OC session.

It has to be noticed, that all new sessions receive
priority 3 – when users enter the home page of the
site – and at that time key customers are not logged
on yet. That is why requests with priority 3 from un-
logged key customers and from ordinary customers

with empty shopping carts are treated exactly in the
same way – they are queued after requests with prior-
ity 3 from ordinary customers with not empty shop-
ping carts. For that reason, all requests with priority
3 should be processed relatively quickly, to enable
key customers to get service in reasonable time and
log into the site. The smaller the value of TMed is,
the less OC sessions with priority 3 there are, and
thereby better service is experienced by all requests
with priority 3.
In the applied workload model, all key customers

log on just after entering the site, i.e. when the ses-
sion length is equal to two. That is why we set the
initial value of TMed of 2 in the experiments. In this
case, OC sessions will be moved to priority 2 very
quickly, and the number of requests with priority 3
in both queues, Q1 and Q2, will be relatively small.
In successive experiments, the value of TMed has been
augmented by 2, up to 8.
Figures 9 and 10 plot the amount of revenue

achieved and lost per minute, respectively, for differ-
ent values of TMed as a function of the session arrival
rate. As it can be seen, for the extremely heavy load-
ed Web server system (corresponding to the session
arrival rate of above 200 sessions/min), bigger val-
ues of TMed imply lower revenue throughput, while
potential revenue lost per minute is not clearly de-
pendent on TMed. For the maximum offered load, the
difference in the revenue throughput for two extreme
cases has been about $15/min.

Fig. 9. Revenue throughput for different values of TMed.

Fig. 10. Potential revenue lost per minute for different
values of TMed.
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As it can be seen in Fig. 11 and Fig. 12, lower rev-
enue throughput in the case of higher TMed has been
caused mainly by the significantly more KC sessions
aborted due to long page response times, either due
to the back-end server queue timeout or due to the
user patience timeout. The bigger TMed, the more
requests with priority 3 from OC sessions and thus,
the higher page response times for sessions with pri-
ority 3 (including KC sessions at the earliest stage).
Consequently, more KC sessions were aborted and
less key customers had a chance of logging into the
site and being promoted to priority 4. As a result,
adequately less products could be added to KC shop-
ping carts, and smaller amount of potential revenue
could be turned into the achieved revenue. As it can
be seen in Fig. 11, for the maximum offered load, the
percentage of aborted KC sessions has varied from
0.02 for TMed = 2 to 13.35 for TMed = 8. On the
contrary, the percentage of aborted OC sessions has
appeared to be independent of the first session length
threshold and in all cases has been about 84% (not
shown).

Fig. 11. Percentage of aborted KC sessions for different
values of TMed.

Fig. 12. Percentage KC session breakdown for different
values of TMed, for the session arrival rate of 300 ses-

sions/min.

After evaluating the impact of the first session
length threshold on the system performance in terms
of business-oriented performance metrics, similar ex-

periments for the second session length threshold
have been performed. The experiments have been
run for different values of TLow and a fixed value
of TMed equal to 2.
Figures 13 and 14 show that the amount of rev-

enue achieved and lost per minute do not depend
clearly on the value of TLow. There have been small
differences between the corresponding metrics for in-
dividual session arrival rates, but one cannot ob-
serve their dependence on TLow. Similarly, there has
been no relation between TLow and the percentage of
successfully completed KC sessions, which has been
rather stable and has varied from 99.95 to 100. The
value of TLow has only a little impact on the per-
centage of successfully completed OC sessions (not
shown). For the session arrival rates of 60–120 ses-
sions/min, smaller values of TLow imply a bit higher
values of this percentage, but the difference does not
exceed 3%.

Fig. 13. Revenue throughput for different values of TLow.

Fig. 14. Potential revenue lost per minute for different
values of TLow.

To sum up this part of analysis, KARO-Rev has
turned out to be insensitive to the value of the second
session length threshold, TLow, in terms of business-
oriented system performance metrics. However, the
algorithm is sensitive to the value of the first ses-
sion length threshold, TMed, especially under system
overload. For the applied model of a KC session at
the B2C site, TMed equal to 2 has led the system
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to achieve the highest revenue and to offer the best
QoWS for key customers. Therefore, we can say that
values TMed of 2 and TLow of 20 are most advanta-
geous for KARO-Rev.
In reality, the choice of TMed should be made

based on the analysis of key customers’ navigation-
al patterns at a given B2C Web site. If most of key
customers log on at the very beginning of their ses-
sions (like in our workload model), a very low val-
ue of TMed will be a good choice. However, if most
of them log on later, higher values of this thresh-
old would probably be better and would prevent the
system from lowering the priorities of unlogged key
customers’ sessions too early.

Conclusions

Simulation results discussed in the paper have
shown that the proper adjustment of KARO-Rev pa-
rameters may be significant with regard to business-
oriented and conventional performance metrics. The
results suggest that applying the algorithm in a real-
life B2C Web site should be preceded by the analy-
sis of key customers’ navigational patterns at the
B2C Web site to tune the session length thresholds,
TMed and TLow, to turn more visitors into customers.
Moreover, it seems to be worth working out a dy-
namic way of adapting values of the AC thresholds,
I1 and I2, to the current load of the Web site.
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