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Abstract. In this paper, we discuss the existence results for a class of nonlinear integro-
differential evolution inclusions with nonlocal initial conditions in Banach spaces. Our results
are based on a fixed point theorem for condensing maps due to Martelli and the resolvent
operators combined with approximation techniques.
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1. INTRODUCTION

This paper is concerned mainly with the existence of mild solutions for first-order
nonlinear evolution integrodifferential inclusions with nonlocal initial condition

z'(t) € A(?) {x(t) Jr/tH(t,s)m(s)ds]Jr
0

4 (1.1)
+ F(t,x(ol(t)), o x(on(t)), / h(t, s,x(anﬂ(s)))ds), teJ,
0
2(0) + g(z) = o,
where J = [0,b], the state z(-) takes values in a Banach space X with the norm

| - | and A(t) is a closed linear operator on X with dense domain D(A), which is
independent of ¢t. H(t,s),t,s € J, is a bounded operator in X. F': J x X"*! — P(X)
is a multivalued map, P(X) is the family of all subsets of X. h : A x X — X
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A={(t,s):0<s<t<b},g:C0J,X)—>X,0;:J—Ji=1,...,n+1, are given
functions to be specified later.

The nonlocal Cauchy problem was studied by Byszewski [8,9], and subsequently, as
it can be applied in physics with better than the classical initial condition, it has been
studied extensively under various conditions on A(A(t)), F and g; see [1,10,12,25,26]
and references therein. Recently, the existence of solutions for some classes of ab-
stract integrodifferential equations and integrodifferential inclusions with nonlocal
conditions have been investigated by many authors. For example, Balachandran et
al. [2] have studied the nonlinear time varying delay integrodifferential equations of
Sobolev type with nonlocal conditions. Liang and Xiao [21] have established some
new theorems about the existence and uniqueness of solutions for the semilinear
integrodifferential equations with nonlocal initial conditions. Lin and Liu [22] have
discussed the nonlocal Cauchy problem for semilinear integrodifferential equations by
using resolvent operators. Liu [23] have obtained the representation of weak solutions
of Cauchy problem for integrodifferential evolution equations in abstract spaces. Ku-
mar [18] has proved the existence of solutions for nonlocal neutral integrodifferential
equations in Banach spaces by using the theory of analytic resolvent operators. Yan
[29, 30] have established a sufficient condition for the existence of mild solutions of
nonlinear functional integrodifferential equations with nonlocal conditions in Banach
spaces. Benchohra and Ntouyas [5] have studied nonlocal Cauchy problems for neutral
functional differential and integrodifferential inclusions in Banach spaces.

However, most of the previous research on nonlocal Cauchy problems was based
on the contraction mapping principle. This condition turns out to be quite restrictive.
The purpose of this paper is to prove the existence of mild solutions for nonlinear inte-
grodifferential inclusions (1.1) by relying on a fixed-point theorem for condensing maps
due to Martelli [24]. Our main condition is only concerned with the continuous and
Carathéodory conditions. Indeed, we only require that F' satisfies the Carathéodory
condition. Moreover, we also have consider the case in which ¢ is continuous but
without imposing severe compactness conditions and convexity.

The rest of this paper is organized as follows. In Section 2, we will recall briefly
some preliminary facts which will be used in paper. Section 3 is devoted to the ex-
istence of mild solutions of the problem (1.1). In Section 4, we present an example
illustrating the abstract theory of the previous sections. Finally in Section 5, we apply
the preceding technique to a controlled problem.

2. PRELIMINARIES

In this section, we introduce some basic definitions, notations and lemmas which are
used throughout this paper.

Let C(J, X) denote the Banach space of continuous functions from J into X with
the norm

[2]loo = sup{lz(t)] - t € J}

and let B(X) denote the Banach space of bounded linear operators from X into itself.
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A measurable function x : J — X is Bochner integrable if and only if |z| is
Lebesgue integrable (for properties of the Bochner integral see Yosida [31]). L(J, X)
denotes the linear space of equivalence classes of all measurable functions z : J — X,
which are normed by

b
||l :/|z(t)|dt for all z € L*(J, X).
0

Let (X,|-]) be a Banach space. A multivalued map G : X — P(X) is convex
(closed) valued if G(X) is convex (closed) for all z € X. G is bounded on bounded
sets if G(B) = J,cp G(v) is bounded in X for any bounded set B of X, that is,
sup, e {suplly] + y € G(a)}} < .

G is called upper semicontinuous (u.s.c.) on X if, for each z¢ € X, the set G(zg)
is a nonempty, closed subset of X and if, for each open set N of X containing G(x¢),
there exists an open neighborhood V' of zg such that G(V) C N.

The multivalued operator G is called compact if G(X) is a compact subset of
X. G is said to be completely continuous if G(D) is relatively compact for every
bounded subset D of X. If the multi-valued map G is completely continuous with
nonempty compact values, then G is u.s.c. if and only if G has a closed graph, i.e.,
Ty — TayYn — Y, Yn € G(xy,) imply y. € G(z4).

In what follows BCC(X) denotes the set of all nonempty bounded, closed and
convex subsets of X.

A multivalued map G : J — BCC(X) is said to be measurable if, for each = € X,
the function k : J — R, defined by

k(t) = d(z,G(t)) = inf{|z — 2| : z € G(t)},

belongs to L!(J,R).

An upper semicontinuous map G : X — P(X) is said to be condensing if, for
any subset B C X with «a(B) # 0, we have a(G(B)) < a(B), where a denotes the
Kuratowski measure of noncompactness [4].

G has a fixed point if there is € X such that x € G(z). For more details on
multivalued maps see the books of Deimling [11], and Hu and Papageorgiou [14].

Definition 2.1. A resolvent operator for problem (1.1) is a bounded operator valued
function R(t,s) € B(X),0 < s <t < b, the space of bounded linear operators on X,
having the following properties:

(a) R(t,s) is strongly continuous in s and t, R(s,s) = 1,0 < s < b,||R(t,s)|| <
MePt=3) for some constants M and f.

(b) R(t,s)Y CY,R(t,s) is strongly continuous in s and ¢ on Y, and Y is the Banach
space formed from D(A), the domain of A(t), endowed with the graph norm.

(¢) For each x € X, R(t, s)x is continuously differentiable in ¢, s € J and

%—f(t, s)x = A(t) {R(t, s)x + /H(t, T)R(T, 8)xdT|.
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The main tool in our approach is the following fixed-point theorem due to Martelli.

Lemma 2.2 (Martelli [24]). Let X be a Banach space and let G : X — BCC(X) be
a condensing map. If the set

Q={zr € X :  x € \Gzx for some 0 < XA < 1}

is bounded, then G has a fized point.

Remark 2.3. We remark that a completely continuous multivalued map is the easiest
example of a condensing map.

3. EXISTENCE OF MILD SOLUTIONS

In this section we give our main existence result for the problem (1.1). Now, we can
define the mild solution of the problem (1.1).

Definition 3.1. A continuous function z(t) satisfying the following integral inclusion:

t

x(t) € R(t,0)[xo — g(z)] + /R(t, 5)X

0 (3.1)

X F(S,:L‘(Ul(s)),...,LC(O’n(S)),jh(8,77$(0n+1(T)))dT>dS
0

is called a mild solution of the problem (1.1) on J.
Further we assume the following hypotheses:

(H1) The resolvent operator R(t, s) is compact for ¢, s > 0.

(H2) For each (t,s) € A, the function h(t,s,-) : X — X is continuous and for each
x € X the functions h(:,-,z) : A — X is strongly measurable.

(H3) F:J x X"*! — BCC(X) is measurable to t for each (z1,...,7,.1) € X",
u.s.c. with respect to (z1,...,2,41) € X"H! for each t € J, and z € O(J, X)
the set

&n{feL%ny
50 € F(1a(on0).....a(o(0), / bl 2(owsa (o)) )}

is nonempty.
(H4) There exists a positive function p : J — [0,00) and, for every s € [0,¢], the
function s — e #*p(s) belongs to L([0,¢],R*) such that

||F(ta$17---733n+1)“ = {‘f| : f(t) € F(t7$17"'7$7l+1))} <
<pO)O(zill + ... + lznsall),
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for a.e. t € J and each x; € X,i=1,...,n+ 1, where © : [0,00) — (0,00) is a
continuous nondecreasing function.
(H5) There exists an integrable function pg : J x J — [0, 00) such that

[a(t, s, 2)[| < polt, s)Oo(lz]]), t,s€JxeX,
where O : [0,00) — (0, 00) is a continuous nondecreasing function.
(H6) 0;:J — J,i=1,...,n+ 1, are continuous functions.
(H7) The function g(-) : C(J, X) — X is continuous and there exists a 6 € (0,b) such

that g(¢) = g(¢) for any ¢, € C := C(J, X) with ¢ = on [§,b].
(H8) (i) There is a constant ¢ > 0 such that

0 < limsup l9(9)] <e¢, ¢eC. (3.2)

[6lloo—oo 1@lloc —
(ii) The following inequality holds:
MZc <1, (3.3)
where My = M max{1, %}
Lemma 3.2 ([20]). Let J be a compact real interval and let X be a Banach space.

Let F be a multivalued map satisfying (H3) and let T' be a linear continuous operator
from LY(J, X) to C(J,X). Then the operator

I'oSp:C(J,X)— BCC(C(J,X)), x— (LoSp)(x):=T(Sp,x)
is a closed graph in C(J, X) x C(J, X).

Theorem 3.3. If hypotheses (H1)—(H8) are satisfied, then the nonlocal Cauchy prob-
lem (1.1) has at least one mild solution on J provided that

oo

1
1/ S16(s) 4 6y(s) " = (34)

Proof. We transform the problem (1.1) into a fixed point problem. Consider the
multi-valued map P : C(J, X) — P(X) defined by

P(x) := {p € C(J,X): p(t) = R(t,0)[zo — g(z)] + /R(t —38)f(s)ds, f € SFJ}
0

has a fixed point. This fixed point is then a mild solution of the problem (1.1).
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Let {4, : n € N} be a decreasing sequence in (0, ) such that lim,,_., §, = 0. To
prove the above problem, we consider the following inclusion:

z'(t) € A(t) {z(t) +/tH(t,5)x(s)ds]+
0

¢ (3.5)
+ F(t,:c(ol(t)), o x(on(t)), / h(t, s,x(an+1(s)))ds>, teJ,
0

2(0) + R(dn,0)g(x) = 20,

has at least one mild solution z,, € C(J, X).
For fixed n € N, set P, : C(J, X) — P(X) defined by

P,(x):= {pn e C(J,X): pn(t) =
— R(t,0)[z0 — R(6,,0)g(z)] + / R(t.5)f(s)ds, f Sm}
0

for t € [0,b]. It is easy to see that the fixed point of P, is the mild solution of
the nonlocal Cauchy problem (3.5). We now show that P, satisfies all conditions of
Lemma 2.2. The proof will be given in several steps.
Step 1. P,(x) is convex for each x € C(J, X).

In fact, if pL, p2 € P,(x), then there exist fi, fo € Sp,, such that for each t € J
we have

P (t) = R(t,0)[wo — R(3,0)g /R t8)fi(s)ds, i = 1,2. (3.6)

Let 0 < X\ <1, then, for each t € J we have
(Apn + (1= N)p7)(1) = R(t,0)[z0 — R(6,,0)g(x)]+

+ /R(t, s)(Afi(s) + (1 — A) fa(s))ds
0

Since S, is convex (because F' has convex values) we have
Aoy, + (1= N)pi: € Po().

Step 2. P, (x) maps bounded sets into bounded sets in C(J, X).

In fact, we need only to show that there exists a positive constant d such that, for
each p, € P,(z), x € By := {z € C([0,b],X) : ||z|loc < g}, we obtain ||pp|lec < d. If
pn € Pp(x), then there exists f € Sp, such that, for each t € J, we have

pult) = R(t,0)[x0 — R(50,0)g /R ‘) (3.7)
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However, on the other hand, from condition (H8), we conclude that there exist positive

constants € and v such that, for all ||@]|c > 7,
9(0)| < (c+)lldlloc, MG(c+e) <1.

Let
Er={¢:[¢llc <7}, E2={¢:[d]lec >},
C1 = max{|g(¢)|. ¢ € Ex}.

Therefore,
19(0)] < C1+ (¢ + €)|loo-

It is from (H2), (H4)-(H6), (3.8) and (3.9) that for each ¢ € [0,b] we have
lon ()] <

< |R(t,0)[$0 (571,0 |+ ‘ /R t, S

ngwwwmwww%/ewams
0
< Mo[|zo| + Mo(C1 + (¢ + €)||z|loo)]+

(3.8)

+ Mo/efﬁsp(s)(a {x(ol(s)ﬂ + .t x(on(s)| + / [h(s, 7, x(opt1(T)))|dr|ds <
0 0

< My[|zo| + Mo(Cy1 + (¢ + €)q)]+
t
+ Mo/e_ﬁsp(s)e)[ sup |x(s)|+ ...+ sup |z(s)|+
5 T7€[0,b] s€[0,b]
+ [ m(eimBuaton ()| ds <

0
< Mol|zo| 4+ Mo(Cr + (¢ + €)q)]+

t s
—|—Mo/eﬁsp(s)®{n sup |z(s)] —|—/p0(s,7’)®0( sup |1‘(7‘)|)de| ds <
/ s€[0,b] ; T€(0,0]
< Mol[|zo| + Mo(C1 + (C+ €)q)]+
b
+ My© [nq+@0( )/po (s,5) ds} /e’ﬁs =:d.
0

Thus, for each p,, € P,,(By), ||pnlle < d.
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Step 3. P, sends bounded sets into equicontinuous sets of C'(J, X).
Let 0 < t1 < ta < b, By be a bounded set as in Step 2. For each x € B, and
pn € Pp(x), then there exists f € Sp, such that for each t € J, we have

pult) = RO — R(5,.0)g(a)] + [ R(t.5)f(s)ds: (3.10)
0

In the view of (3.10) and (H1)-(H5), we have

(t2) — pu(t1)] <
< |[R(t2,0) — R(t1,0)][zo — R(dn,0)g(x)]|+

to

/ (t2:5) = R(tr, )1 6)lds + [ |R(t2,9)7()]ds <
0
R(ts,

|

ty

0) = R(t1,0)|l[zo — R(6n, 0)g(x)] |+

b ty
M “75p(s)ds
+ 0@{nq+@0(9)0/170(8’3)d3] O/|R(t275) — R(t1,5)le”%p(s)ds+

M
b to
+Meﬁt2®[nq+@o /po 8,8 ds] /e_ﬂsp(s)ds.
0 i

The right-hand side of the above inequality tends to zero independently of z € B, as
(t2 —t1) — 0, since the compactness of R(t,s) for t,s > 0, implies the continuity in
the uniform operator topology. Thus P, sends B, into an equicontinuous family of
functions.

As a consequence of Step 2, Step 3, together with the Ascoli-Arzela theorem, we
conclude that P, : C(J,X) — P(X) is completely continuous and therefore is a
condensing map.

Step 4. P, has a closed graph.

Let 2™ — 2% (m — o0), py™ € Po(2(™),2(m) € B, and pi™ — p%. We shall
show that p} € P,(z*). Now P e P, (2{™)) means that there exists f(™ € Sp )
such that, for each t € J,

t

p(8) = R(t,0)[o — R(5n,0)g(x™)] + / R(t, )£ (s)ds.

0

We must prove that there exists f* € Sg .+ such that, for each t € J,

pon(t) = R(t,0)[xog — R(6n,0)g /R t,s)
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Clearly, we have that

1(p5™ () — R(t, 0) o — R(dn, 0)g(z™))])~
— (pa(t) = R(t,0)[wo — R(3,,0)g(a")))l|oc — 0 as m — oc.

Consider the linear continuous operator @ : L'(J, X) — C(J, X),

e (@F)(t) = / R(t, 5) f(s)ds.
0

We can see that the operator ® is linear and continuous. Indeed, one has

b t
1 floo < MO [nq—k O0(q) po(s,s)ds} eiﬁsp(s)ds.
[mieo]]

We can see that the operator ® is linear and continuous. From (H3) and Lemma 3.2,
it follows that ® o Sp is a closed graph operator. Also, from the definition of ®, we
have that

P = R(t,0)[xo — R(6,,0)g(x"™)] € ®(Sppem)-

Since (™ — z*, for some f* € SF.q=, it follows that

t

pilt) = R(t.0)faa — R(3,.0)g(a")] = [ Rlt,)f" (s)ds

for some f* € Spg-.
Step 5. The set Q= {z € C(J,X): A€ (0,1),z = AP,(x)} is bounded.

Indeed, let A € (0,1) and let z € C(J, X) be a possible solution of z = AP, (x) for
some 0 < A\ < 1. Then for any x € ), we have

t

z(t) = AR(t,0)[zo — R(dn,0)g(x)] + )\/R(t, s)f(s)ds (3.11)
0
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for some f € Sp,. It follows from (H1)-(H6) and (3.11) that for each ¢t € [0,b] we
have

e | (t)| < Mllzo| + Molg(x)[] + M/G_BSP(S)@ [|x(01(8))| +otfa(on(s))+
0

%-Ji|h<s,r,m<on+4<r>>ndr]ds <
0

t

< M(lzol + Mo(Cr + (¢ + €)||z]|oo)] + M/e_ﬂsp(s)@[ Sl[lp] |x(s)|+
s€|0,t
0

S

+t s (a9 + [ (B ()] ds <
s€0,t] 0

< M{[|zoll + Mo(Cy + (¢ + €)[[z]]o0) ]+

S

+Mfa%mmhamM@H/m@ﬂ%mwLWWMP&
0 0

s€[0,t] T€[0,3]
We consider the function 7 defined by
n(t) :==sup{|z(s)|: 0 < s <t}, te]0,0]
By the previous inequality and (3.8), we have for ¢ € [0, D]

(e7Pt — M My(c+ €))n(t) < M[|zo| + MyCy]+

S

+M/te‘ﬁsp(8)@[nn(8) +/P0(377)@0(77(7'))d7 ds.

Denote the right-hand side of the above inequality by w(t). Then we have
(e Pt — MMo(c+ €))n(t) < w(t) forall t € [5,b]

and
w(O) = MHZQ| + M()Cl],

+/p0(s,s)60<1 _M]\;Of}(1+6)eﬁsw(s)>ds}, t €[0,b)].
0
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Bt

If £(t) = 13map eroer w(t), then £(0) = y—prrgw(0), w(t) < £(t), and

w(6) < Mep(08 | n@) + [ mls,)00leo)as].
Let v(t) = né(t) + fo po(s,s)O¢(£(s))ds. Then v(0) = n&(0), £(t) < v(t), and we have

(
v'(t) = ng'(t) + po(t, 1)O0(£(t)) <

nBelt nedt
== MM?@ 92Ot T g e g e O+ Polt DO0(v() <
nBelt
S A= MMo(et ez DT
MnePt
+ 1 — MMy(c+ 6)eﬁt67ﬁtp(t)@(v(t)) + po(t,1)Oo(v(t)) <

< ma(t)[v(t) + O(v(t)) + Oo(v(t))],

Bt .. .
M"f(ec+€)eﬂt)2, - M%:(ec—ke)eﬁfe Ptp(t), po(t,t)}. This implies

where m.(t) = max{(l_M
for each ¢ € [0, b] that

v(t)

«(s)d
/8+® +@0 /m s < 00.

v(0)

Thus from (3.4) there exists a constant d, such that v(t) < d,,t € [0,b], and hence
|x| < d*, where d* depends only on the functions p,py, ©, and O¢. This shows that
Q is bounded.

As a consequence of Lemma 2.2, we deduce that P, has at least fixed point z,, in
C(J, X)), which is in turn a mild solution of (3.5). Then we have

2n(t) = R(t,0)[xg — R(0y,0)g(xy)] —|—/0 R(t, s) fn(s)ds, (3.12)

for t € [0,b], and some f, € Sp,.

Next we will show that the set {z, : n € N} is relatively compact in C(J, X).
Step 6. {x,, : n € N} is equicontinuous on J.

For ¢ > 0,z, € By, there exists a constant n > 0 such that for all ¢ € (0,b] and
£ € (0,n) with ¢t + £ < b we have

|20 (t + &) — zn(t)] <
< |[R(t + £,0) — R(t,0)][z0 — R(0n, 0)g(z,)]|+

t+e
+ My© [nq—i—@o / po(s, s ds] / e Pop(s)ds+
0

b
+ ﬁOG [nq + ®o(q)/0 po(s, s)ds] /0 |R(t + &, 5) — R(t, s)|e P*p(s)ds.
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Using the compactness of R(t, s) for ¢,s > 0, we get that

[[R(t +€,0) — R(t,0)][z0 — R(Jn,0)g(xs)]| < % (3.13)
and
t+€ 1

e P3p(s)ds ) 3.14
f p( ) = 3M09[nq + @O(Q) f()b pO(Sa S)ds] ) ( )

! M
t , t,s)|le Pop(s)ds . 3.15
0/' (t+8, ) = R(t, 9)le”"pls)ds < 3MoO[ng + Oo(q) [ po(s, S)dS]a 219

Thus by (3.13)—(3.15) one has
|zn(t + &) — zn(t)| <e.

Therefore, {x,(t) : n € N} is equicontinuous for ¢t € (0,b]. Clearly, {z,(0) : n € N} is
equicontinuous.
Step 7. {x,(t) : n € N} is relatively compact in X.

Let W(t) = {xn(t) : xn € P,(By)}. We note that W(0) is relatively compact in
X. Let 0 <t < s <0 be fixed and ¢ a real number satisfying 0 < e < ¢, for x € By,

we define
t—e

25 (8) = R(t,0)[z0 — R(6n,0)g +/R

for some f € Sp .. Using the compactness of R(t, s) for ¢, s > 0, we obtain that the set
We(t) = {z5(t) : 25, € P,(B,)} is pre-compact in X for every €,0 < e < t. Moreover,
for every z € B, we have

[on(t) — 25 |</|Rts 5)lds <

b t

< My© [TLQ+@O /po ] /efﬁsp(s)ds-
0 tZe

Therefore, there are relatively compact sets arbitrarily close to the set W (t) = {z,(t) :
Tn € Pp(By)}, and W(t) is a relatively compact in X.

Set
) if t € [0,,0],
‘Tn(t) T { l'n(fsn) if te [0,6n]~

Using condition (H7), we obtain

9(xn) = g(Zn),
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where Z,,(t) = x,(t) for t € [§,,b]. On the other hand, in Steps 6 and 7, applying the
Arzela-Ascoli’s theorem again one obtains the relatively compact of {Z,, : n € N} in
C((0,b], X). Therefore there exists a subsequence of {Z,, : n € N} denoted again by
{Z,, : n € N} and a function = € C((0, 5], X) such that

Tp — X as n — oo.
Therefore, by the continuity of R(t,s) and g, we get
2 (0) = g — R(0n, 0)g(xn) = o — R(6n,0)9(Zn) — 0 — g(x) = 2(0) as n — .

Thus the sequence {z,(0) : n € N} is relatively compact.
These facts imply that {x,, : n € N} in C(J, X) is relatively compact. Therefore,
without loss of generality, we may suppose that

Tn — Ty € C(J,X) as n— oo.

Obviously, z, € C(J, X), taking the limit in (3.12) of both sides, we obtain

t

21(0) = R(0)izo — o)) + [ (e, 5).(5)ds, (3.16)

0

for t € J, and some f, € Sg,,, which implies that x, is the mild solution of the
problem (1.1) and the proof of Theorem 3.3 is complete. O

4. EXAMPLE

Consider the following first-order partial functional integrodifferential inclusions of
the form:

2

Z'(t) € a[a (t,z)z(t, x) + /tl(t s)z(s, m)ds]-ﬁ-

22 (sint, ) +/ e?(sin 5,2) d
S
(1+t )1+ t2) T+ (1+2)2(1+s)2 (4.1)
0

z(t, O):z(t ) =0,

2(0, ) +Zcz 2t 7) = 2(z), 0<t<L0<z<m,

where ag(t,z) are continuous and satisfy certain smoothness conditions, 0 < t; <
ty <...<tp, <1and ¢ are constants, zo(x) € X = L?([0,7]) and 2(0) = zo(7) = 0.
Let X = L?([0,7]) and the operators A(t) be defined by

"

Alt)w = ag(t, x)w



390 Zuomao Yan

with the domain D(A) = {w € X : w,w " are absolutely continuous, w” € X, w(0) =
w(m) = 0}, then A(t) generates an evolution system and R(t,s) can be deduced from
the evolution systems [15,16,27] such that R(, s) is compact and ||R(Z, s)|| < Me (=)
for some constants M and (3.

Define, respectively, F' : [0,1] x X x X — X,h : [0,1] x [0,1] x X — X and
g:C([0,1],X) — X by

t

t
Slnt :Z? z(sms x)
h(
( / t,s,2( )ds)(z) (1—|—t )1+ 2) +/ 1+t2)(1+s)2d57
0 0

ez(sm 8,T)

/Oh(t,s,z(o(s)))(x)ds=/o T

Zp: Va2t x), ze (0,1, X).

and

Moreover, we have

17291 < s el + ol
where
t 2(sin s,z)
y:/o T+ 2T ™
and

5,91 < e leD)

It is easy to see that with these choices, the assumptions (H2)—(H8) of Theorem 3.3
are satisfied. Let o(t) = sin¢, and hence by Theorem 3.3, we deduce that the nonlocal
Cauchy problem (4.1) has a mild solution on [0, 1].

5. APPLICATION

This section is devoted to an application of the argument used in previous sections
to the controllability of a nonlinear evolution integrodifferential system with nonlo-
cal initial condition in a Banach space X. More precisely, we consider the following
problem:

z'(t) € A(t) {m(t) + /Ot H(t, S)x(s)ds} +

+ F(t,x(ol(t)), o ,x(an(t)),/o h(t, s, x(an+1(t)))ds> + Bu(t), teJ,

z(0) + g(z) = o,
(5.1)
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where A(t), F and g are as in Section 3. Also, the control function u belongs to the
spaces L%(J,U), a Banach spaces of admissible control functions with U, a Banach
space. Further, B is a bounded linear operator from U to X. Recently, the problems
of the controllability of differential systems and integrodifferential systems in Banach
spaces were considered by many researchers, see for instance [3,6,13] and the references
therein. In the case of the nonlocal condition, the semilinear evolution inclusions has
been studied by Benchohra et al. [7], Guo et al. [17], Li and Xue [19].

Definition 5.1. A continuous function z(-) : J — X is said to be a mild solution to
the problem (5.1) if for all 2y € X, it satisfies the following integral inclusion

a(t) € R(t,0)[xo — g(z)]+

t s

JrO/R(t,s)F(s,w(al(s)),...,fc(an(s)),O/h(s,T,x(an+1(7)))dT>ds+ o

t

+ / R(t, s)Bu(s)ds.

0

Definition 5.2. The system (5.1) is said to be controllable on the interval J if for
every xo, 1 € X, there exists a control u € L?(J,U) such that the mild solution x(t)
of system (5.1) satisfies z(b) + g(z) = 1.

We give the following assumptions:
(B1) The linear operator W : L?(J,U) — X defined by
b
Wu = /R(b, s)Bu(s)ds
0

has an induced inverse operator W~! which takes values in L?(J,U) \ KerW
and there exists positive constants M; such that [BW 1| < M.
(B2) The constants M, My, ¢, b, 3 satisfy the inequality

Mo[My + M (1 + MePP)bNyle < 1, (5.3)
where My = M max{1,e*}, Ny = max{1,e 5},

Remark 5.3. The construction of the operator W and its inverse is studied by Quinn
and Carmichael in [28].

Theorem 5.4. Assume that hypotheses (H1)—(H8)(i), (3.4), (B1) and (B2) are
satisfied. Then the system (5.1) is controllable on J.

Proof. Using hypothesis (B1) for each arbitrary function x(-) define the control

b
) =W a1 = gla) ~ RO0)(an — 9(0) ~ [ RO.9)1(6)ds) ()
0
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for some f € Sp,. It shall be shown that when using this control the operator
P:C(J,X)— P(X) defined by

P)i= {p e CUX): o) = RO 9] + [ Rlt5)f()as+
0

+ [ Re.opw [x ~ g(x) — R(b,0) (0 — g(x))—
0

b
_ O/ R(b, s) f(s)ds} (0)d6, f € Sm}

has a fixed point, and then z(-) is a mild solution of systems (5.1). Indeed, it is easy
to verify that

11— g(a) € (P)(b),

which means that the system is controllable. The remaining part of the proof is
similar to Theorem 3.3, the operator P has a fixed point which is a mild solution of

the problem (5.1). Hence, the system (5.1) is controllable on the interval J. O
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