
1. INTRODUCTION

The work is one of a series inspired by attempts at construct-
ing a measuring device that would control the composition of
the medium in a dust pipeline. The difficulties that arose then
in connection with statistical interpretation forced us to se-
arch for a mathematical model that would explain its causes.

The developed model described below is based on the
theorem proved in (Jab³oñski and Ozga 2006). This theorem
allows for calculation of the basic statistical parameters like
mathematical expectation and variance that characterize the
movement of continuous and discrete systems stimulated by
stochastic impulses. In this theorem we assume that the prob-
ability that an impulse will occur in a short time interval is
proportional to its duration and the moments of impulse oc-
currences; their magnitude and places of occurrence are
probabilistically independent. These assumptions seem quite
natural in regard to the actual working conditions of the
above mentioned measuring device.

In our previous studies (Jab³oñski and Ozga 2006a,
2006b, 2006c) we dealt with the statistical characteristics of
action of discrete systems stimulated by stochastic impulses.
The first partial mathematical results regarding vibration of

oscillators forced by stochastic impulses can be found in the
following works (Campbell 1909a, 1909b; Hurwitz and Kac
1944; Roberts 1972, 1973; Rowland 1936). In the study
(Roberts and Spanes 1986), we can find the results that gen-
eralize the findings published in our previous works. The
works (Khintchine 1938; Rice 1944; Roberts 1965a, b; Ro-
berts 1972) consider vibrations of oscillators forced by sto-
chastic impulses and suggest their possible technological ap-
plications. These results will help solve the problem of sto-
chastic response of systems to the action of stochastic im-
pulses. As regards other works discussing similar problems
connected with the movement of oscillators forced by sto-
chastic impulses, partial mathematical results can be found
in (Campbell 1909a, b; Hurwitz and Kac 1944; Khintchine
1938), while the results generalizing the outcome of the pre-
vious studies are discussed in (Takác 1994). Monographs
(Kasprzyk 1994; Pluciñska and Pluciñski 2000; Sobczyk
1996) introduce the foundations of the considered problems.
Works (Iwankiewicz and Nielsen 1996; Iwankiewicz 2003,
2002) include certain results concerning nonlinear systems
subjected to stochastic forces that might not act in a continu-
ous way, systems which are solved by stochastic equations
with Ito integral. The methods of investigating the stochastic
stability of systems are described in (Tylikowski 1991).
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In the present work we will discuss a model that allows
for calculation of statistical properties of a one dimensional
continuous system without damping, whose vibrations are
forced by stochastic impulses.

We will carry out numerical simulation of the motion of a
string, compare the results of the simulation with theoretical
calculations and interpret the differences that may occur at
various parameters of the string and of the distributions of
stochastic forces. Finally, on the basis of the acquired results,
we will suggest the ways of reasoning about the statistical
properties of forces influencing the system, depending on the
statistical characteristic of the data obtained from the
measurements of the systems.

2. THEORICAL BACKGROUND

Now, for the convenience of the reader we quote the theorem
from (Jab³oñski and Ozga 2006a).

Let gi : [0,�)�R, i = 1,2,3, ..., m be a sequence of contin-
uous functions, A be a bounded connected Borel subset of Rp
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Denote by � and � distributions of and respectively. Let
Ai � C and Bi � [0,�) i = 1, 2, …, m be Borel sets and k (i, j),
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From the technical point of view, decomposability of the
process �( )t means that we can divide the acting stochastic
forces in any way, and the space onto which they acted ( for a
string, a membrane etc) can be divided into any areas. If we
consider the processes corresponding with the acting forces,
let us say group number i acting on the area number j, we will
receive a series of processes. As regards these processes we
assume that they are independent.

3. THEOREM 1

If the above defined process �(t) is decomposable, then:
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2) the expectation of �(t) is
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3) the variance of �(t) is
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4. APPLICATIONS

We shall apply the theorem presented above to a one dimens-
ional continuous system without damping, i.e., to a string for
which the equation describing vibrations induced by forces
is as follows:

� �� �u x t

dt
a

u x t

dx
f x t

( , ) ( , )
( , )

2

2

2
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The boundary and initial conditions are as follows:

u t u(l, t) =( , )0 0 0� and (11)

u x
u x

t
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0
0� �and
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for t  0, x l�[ , ]0 .

If f(x,t) is given by

f x t i ti ii
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(13)
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where ! "t i i
– are Dirac distributions at ti and " i , then the so-

lution of (10), (11) (12) takes the following form
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Let us notice that the derivation of function (14) is discon-
tinuous at ti and, consequently, the second derivative of this
function does not exist in the classical sense. Fortunately,
function (14) can be considered as a solution of (10), (11),
(12) in the distribution sense and it is sufficient for our pur-
poses.

If � i and �i , i = 1, 2, ... are two sequences of independent
and identically distributed random variables with distribu-
tions �n and �" respectively and � i i it t� – – 1 , i = 1, 2, ...,
are also independent and identically distributed random vari-
ables with exponential distribution ( ( ) – exp(– )F u u�1 � (for
u>0 and for some � and F(u) = 0 for u<0) then for any fixed x
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is a stochastic process satisfying assumptions of theorem 1
with any m and hi = sin(i#x/l), i = 1, ..., m. Because of condit-
ions of Theorem 1 we can’t assume m = �. Instead of that we
can take limit of um(x, t) as m tends to infinity to take required
results.

Applying this theorem we get the following formulas for
the expectation and variance of um(x, t):
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5. NUMERICAL SIMULATION

To check numerically that theoretical formulas are correct
we need a statistical sample T. To get one with n elements we
repeat the following procedure n times. First we choose ran-
domly �i in accordance with the exponential distribution. Re-
member that t m ii

m
�

�
 �
1

. Then, we choose randomly the
values of � i (magnitude of the force with which particles
strike the string) with discrete distribution, and finally, we
select randomly " i ( the point of the action on the string). We
substitute these data into (16), (17) and thus we obtain an
element of our statistical sample. Elements of the sample are
denoted by u x tm

k ( , ). Taking

~
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where n is the number of elements of the sample we obtain an
estimator of E(um(x,t)). Taking
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we obtain an estimator of D u x tm
2 ( ( , )).

We will consider a number of cases, depending on the
distribution of striking force values, the distribution of strik-
ing points and the parameter a of the string.

5.1. The first stage of simulation

The simulation will be divided into three stages. At the first
stage we will check the correctness of the formula (16) for
the expected value E(um(x,t)) for any natural m we will find
what values are achieved by the amplitudes of mathematical
expectation for particular components in the formula (16) for
different distributions and various parameters a; we will as-
sess the number of elements of the statistical sample for
which estimators are close to theoretical assessments.

From the linear character of mathematical expectation it
follows that

E u x t E T t
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m i
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1
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Figure 1 shows theoretical mathematical expectations
of harmonic components for the expectation E u x tm( ( , )) as
well as estimators of harmonic components

~
( ( , ))E u x tm of

E u x tm( ) , )) which are found in the formula (17) with m = 5,
a = 20, x = l/2 as well as x = l/4, distribution of the variable�
such that ��{ , }728 214 , P( ) /�� �728 2 3, P( ) /�� �214 1 3,
a uniform and continuous distribution of the variable " and
for a 1 million sample. In all computations we assume dis-
crete distributions of �. Random variable � can assume any
other distribution. We consider such distribution because
many computations are simple and , moreover is easy to in-
terpretation the result of computation.
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Remark 1

First of all, let us notice that the estimator
~

( ( , ))E u x tm is so
close to E u x tm( ( , )) that the differences are not visible on the
figure.

Secondly, simple integration shows that E
n

l
sin

# "�

�
�

�

�
�

�

�
��

�

�
��= 0

for any even number n. Therefore any even component of the
sum (17) equals zero. This is confirmed by the simulation
(see Fig. 1). The same procedure shows that the odd compo-
nents of the sum (17) rapidly tend to zero. Simulation con-
firms this, see (Fig. 1). It is also clear that the differences be-
tween theoretical computation and simulation are negligible.
Hence, it follows that high frequencies can be neglected in
practice. Because of this in the further simulations we will
assume m = 10. Moreover, in the investigations of vibrations
of a string it is enough to focus on the vibrations of the point
x = l/2.

Figure 2 presents estimators

~
( ( , )) ( , )E u x t

n
u x tn m m

i

i

n

�
�

1

1

(22)

for m = 10, � = 10, a = 2, a = 20, a = 200, x = l/2, statistical
samples of 1 thousand, 10 thousand, 100 thousand and 1 mil-
lion, distributions identical as in the previous remarks.
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Fig 1. Expectations of harmonic constituents for the expectation E u x Tm( ( , )) and
~
( ( , ))E u x tm

Fig. 2. Estimators of the expectation and the theoretical expectation



Remark 2

Figure 2 shows that the number of a statistical sample equal
to 1 million is sufficient for a in the range from 2 to 200. We
can notice, however, that for high values of a, the size of the
statistical sample must be bigger to achieve a similar proport-
ional precision of the results of simulation. It is worth men-
tioning that in the case of a string samples must be at least ten
times as large as in the case of an oscillator if the assessments
of mathematical expectations of these systems are to be exe-
cuted with similar precision (Jab³oñski and Ozga 2006a, b,
2006c). This follows from the fact that a string is a mechan-
ical system having one dimension more than an oscillator.

Figure 3 presents estimators
~

( ( , )) ( , )E u x t
n

u x tn m m
i

i

n

�
�

1

1

for m = 10, � = 10, a = 20, x = l/2 , statistical samples of 1
thousand, 10 thousand, 100 thousand and 1 million elements,
distribution of the variable identical as in the previous re-
marks and three different distributions of the variable uni-
form and continuous uniform and discrete determined on the
points from the set A = {0.1, 0.3, 0.5, 0.7, 0.9} (P(� = xi) = 1/5
for xi�A):

– discrete determined on points from the set A = {0.1, 0.3,
0.5, 0.7, 0.9} with probabilities: P(� = 0.1) = 0.05, P(� = 0.3)
= 0.2, P(� = 0.5) = 0.5, P(� = 0.7) = 0.2, P(� = 0.9) = 0.05.

Remark 3

Figure 3 shows that the change of distribution of the variable
� influences the mean values of expectation.

5.2. The second stage of simulation

The second stage of simulation was to test correctness of the
formula (18) for variance D2(um(x,t)) as well as assessment
of the size of a statistical sample for which the estimator of
variance

~
( ( , )) ( ( , )– ( ( , )))D u x t

n
u x t E u x tn m m

i
m

i

n
2 2

1

1
�

�

 (23)

is close to theoretical calculations.
Figure 4 shows estimators

~
( ( , )) ( ( , )– ( ( , )))D u x t

n
u x t E u x tn m

i
m m

i

n
2 2

1

1
�

�



for m = 10, � = 10, a = 2, a = 20, a = 200, x = l/2 , statistical
samples equal to 1 thousand, 10 thousand, 100 thousand and
one million, for distributions as in remark 1.

Remark 4

From figure 4 it follows that with the growth of a the estima-
tors of variance get closer to theoretical values and the statis-
tical sample of 1 million elements becomes sufficient for
a = 20 and for a = 200.The behavior of the estimator for va-
riance for a = 2 issues from the fairly intuitive fact that such

5
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Fig. 3. Estimators of the expectation and the theoretical expectation

Fig. 4. Estimators of the variance and the theoretical variance



a string has much higher amplitudes for the same impulses
acting at it and from the errors that are unavoidable in calcul-
ations (the scale of diagrams should be taken into account
here).

Figure 5 shows estimators

~
( ( , )) ( ( , )– ( ( , )))D u x t

n
u x t E u x tn m

i
m m

i

n
2 2

1

1
�

�



for m = 10, � = 10, a = 20, x = l/2 , statistical samples of 1 tho-
usand, 10 thousand, 100 thousand and 1 million elements re-
spectively, distribution of the variable � as presented in the
previous remarks, and three different distributions of the va-
riable " as in remark 3.

Remark 5

In accordance with the law of large numbers,
~

( ( , ))E u x tn m

and
~

( ( , ))D u x tn m
2 are convergent respectively with the the-

oretical expected value E(um(x,t)) and the theoretical va-
riance D2(um(x,t)), when n approaches infinity. Therefore, if
we take a large number of such random courses, let us say,
1,000,000, calculate their sum and then divide them by their
number, we will always obtain a result close to the diagram
presented in Figures 2 and 3 respectively. The differences
between theoretical results and simulations are small and do
not exceed acceptable statistical deviations. The differences
growing with time between

~
( ( , ))E u x tn m and the theore ti-

cal expectation E u x tm( ( , )) as well as those between
~

( ( , ))D u x tn m
2 and the theoretical variance D2(um(x,t)),

which can be observed in all figures, issue from the fact that
um(x,t) is the sum of increasing number of components,
which are random variables.

5.3. The third stage of simulation

The third stage of simulation was aimed at visualisation of
the dependence between the distribution of the sizes of par-
ticles with the same multiplication product of mean value
and the strike rate �, but with different variances for m = 10,
a = 20, x = l/2 , statistical samples of 1 million, uniform con-
tinuous distribution of the variable " and distributions �
given below.

� � �� � � � �{ , } ( ) / , ( ) / ;728 214 728 2 3 214 1 3and P P

� � �� � � � �{ , . } ( ) / , ( . ) / ;728 4266 728 3 4 4266 1 4and P P

�

� �

�

� � � �

{ , . }

( ) / , ( . ) / ;

728 38533

728 1 2 38533 1 2

and

P P

� �� � �{ , , , } ( ) / ,352 240 120 33 352 2 3and P

P P P( ) / , ( ) / ( ) / ,� � �� � � � � �240 1 9 120 1 9 33 1 9

� �

�

� � �

� �

{ , , , } ( ) / ,

( ) / , (

330 217 120 33 330 3 4

217 1 12

and P

P P � �� � � �120 1 12 33 1 12) / ( ) / .P

It is easy to calculate that in the first three cases
E( ) .� �55667, in the last two cases E( ) .� �27833 and E( )�2

is equal to 368588.00, 397943.11, 339231.60, 90723.67,
86889.83 respectively. The values of � are assumed in such a
way that � �E( ) .�55667 that is � = 10 in the first three cases
and � = 20 in the last two cases (� �E( )represents the mass of
the medium flowing through the pipe in the unit of the
time).The results of simulation are presented in Figure 6.

6. CONCLUSIONS

The occurrence of too large particles stimulating motion of
the measuring device, with too high probability at the same
mean value of transported mass in a unit of time is an un-
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Fig. 5. Estimators of the variance and the theoretical variance

Fig. 6. The variance for five different distributions �



wanted effect. Calculation of variance allows for detection of
this phenomenon. The diagrams of variance estimators pre-
sented above (Fig. 4) suggest how we should conclude about
the distribution of stochastic impulses forcing a string from
the values of the variance estimators of the process u(x,t)
given by (14). As we see, greater impulses imply faster rise
of variance in time.

If � increases, then, at constant flow � �E const( )� , the
lesser the D u x t2 ( ( , )), the closer the size of a falling particle
to the mean value and the lesser the probability of a large par-
ticle strike. The mean value of the distribution of particle
sizes multiplied by the mean strike rate is constant, at least in
certain time intervals. The value of variance that we will be
able to measure with the methods similar to those used in
simulation will inform us about irregularities in the techno-
logical process.

Obtaining the results requires further studies of more
complex mechanical systems like a string with damping,
a membrane or a hollow beam.
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